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#### Abstract

An original and easy-to-implement method to take into account movement in the 2D harmonic balance finite element modelling of electrical machines is presented. The global harmonic balance system of algebraic equations is derived by applying the Galerkin approach to both the space and time discretisation. The harmonic basis functions, i.e. a cosine and a sine function for each nonzero frequency and a constant function 1 for the dc component, are used for approximating the periodic time variation as well as for weighing the time domain equations in the fundamental period. In practice, this requires some elementary manipulations of the moving band stiffness matrix. Magnetic saturation and electrical circuit coupling are easily included in the analysis.

As an application example, the noload operation of a permanent magnet machine is considered. The voltage and induction waveforms obtained with the proposed harmonic balance method are shown to converge well to those obtained with time stepping.


## 1. Introduction

The steady-state finite element (FE) analysis of electrical machines can be carried out either in the time domain or the frequency domain. The first approach, also referred to as time stepping, is mostly followed, in spite of the very large number of time steps to be carried out. Indeed, the time step $\Delta t$ to be adopted, which depends on the largest relevant frequency of the system under study, may be very small and in some cases the transient phenomenon that has to be stepped through before reaching quasi steady-state may decay very slowly.

The frequency domain or harmonic balance (HB) approach [1],[2] is not very popular as it has some evident disadvantages. It consists in approximating the periodic time variation of the magnetic fields by a truncated Fourier series and results in a single but very large system of nonlinear algebraic equations. Its resolution may be very expensive as both the number of unknowns and the bandwidth increase with the number of considered frequencies.

Furthermore, it is difficult to take saturation and movement into account. Some of the authors have treated the first aspect, the magnetic nonlinearity, in a recent publication [3]. The nonlinear HB equations are straightforwardly solved by means of the Newton-Raphson method. In this paper, the authors focus on the motional aspect, and extend the method proposed in [3] to problems with periodic movement. In
particular, a 2D FE model of a rotating electrical machine having a moving band is considered. The approach can be equally adopted for an arbitrary time periodic movement (in e.g. linear machines) if a hybrid finite element - boundary element model is used [4].

It should be noted that sofar the modelling of electrical machines in the frequency domain has been awarded little attention in the literature, unlike its time domain counterpart. However, one particular case of frequency domain calculations has been and still is extensily carried out. It concerns the harmonic simulation of static devices and induction machines [5], in which only one frequency is considered. In induction machines, the slip frequency in the rotor is simply effected by multiplying the conductivity of the rotor bars by the slip. The saturation is taken into account by means of an equivalent $b h$-curve, the choice of which may affect considerably the accuracy [6]. Obviously the singlefrequency approach can only produce a (rough) estimate of the fundamental components. A more involved approach consists in e.g. considering a multi-harmonic stator and rotor model separately and identifying the airgap fields of corresponding time and spatial order [7].

In the following sections, the extension of the HBFE method to rotating electrical machines will be elaborated and applied to a permanent-magnet machine.

## 2. Outline of the method

## A. 2D magnetostatic problem

We consider a classical 2D magnetostatic problem [8]. In a domain $\Omega$ in the $x y$-plane, the given current density $j=$ $j(x, y) \underline{1}_{z}$ is directed along the $z$-axis. The magnetic field $\underline{h}$ and the magnetic induction $\underline{b}$, the $z$-component of which vanishes, are to be calculated. The constitutive law $\underline{h}=\nu \underline{b}$, with $\nu$ the reluctivity, and conditions on the boundary of $\Omega$ are supplied.

Permanent magnets can be included in the analysis as well. The constitutive law $\underline{h}=\nu\left(\underline{b}+\underline{b}_{r}\right)$, where $\underline{b}_{r}$ is the remanent induction, leads to an equivalent current density $-\operatorname{curl}\left(\nu \underline{b}_{r}\right)$ in the permanent-magnet domains and to a current layer on their boundary. In case of a uniform magnetisation (constant $\nu \underline{b}_{r}$ ), only the latter is nonzero.

The magnetostatic field problem is mostly formulated in terms of the magnetic vector potential $\underline{a}(x, y)$, which can be chosen along the $z$-axis: $\underline{a}=a(x, y) \underline{1}_{z}$. From $\underline{b}=$
$\operatorname{curl} \underline{a}=\underline{1}_{z} \times \operatorname{grad} a$, it follows that the magnetic Gauss law $\operatorname{div} \underline{b}=0$ automatically holds. Remains to satisfy Ampère's law curl $\underline{h}=\underline{j}$, which, expressed in terms of the magnetic vector potential, reads:

$$
\begin{equation*}
\operatorname{curl}(\nu \operatorname{curl} \underline{a})=\underline{j} \quad \text { or } \quad \operatorname{div}(\nu \operatorname{grad} a)=-j . \tag{1}
\end{equation*}
$$

A discretisation of the domain $\Omega$ in e.g. first order triangular elements allows to approximate the potential $a(x, y)$ as

$$
\begin{equation*}
a(x, y)=\sum_{l=1}^{\# n} a_{l} \alpha_{l}(x, y) \tag{2}
\end{equation*}
$$

where $\alpha_{l}(x, y)$ is the piecewisely linear basis function that is associated with the $l$-th node in the FE mesh. The total number of nodes is denoted $\# n$.

Following the Galerkin approach, (1) is weakly imposed in $\Omega$ by weighing it with all $\# n$ interpolation functions $\alpha_{k}(x, y)$ :

$$
\begin{equation*}
\int_{\Omega}(\operatorname{div}(\nu \operatorname{grad} a)+j) \alpha_{k} \mathrm{~d} \Omega=0 \tag{3}
\end{equation*}
$$

Considering (2), partial integration of (3) produces a system of $\# n$ algebraic equations in terms of the $\# n$ unknown coefficients $a_{l}$. If the problem is linear (considering a constant reluctivity $\nu$ ), the system of equations is linear as well. It can be written as follows:

$$
\begin{equation*}
\boldsymbol{S A}=\boldsymbol{J} \tag{4}
\end{equation*}
$$

where $\boldsymbol{A}$ is the column matrix in which the $\# n$ unknowns are assembled, and where the elements of the square stiffness matrix $\boldsymbol{S}$ and the column matrix $\boldsymbol{J}$ are given by

$$
\begin{align*}
S_{k l} & =\int_{\Omega} \nu \operatorname{grad} \alpha_{k} \cdot \operatorname{grad} \alpha_{l} \mathrm{~d} \Omega  \tag{5}\\
J_{k} & =\int_{\Omega} j(x, y) \alpha_{k} \mathrm{~d} \Omega \tag{6}
\end{align*}
$$

For the sake of brevity, the boundary conditions and permanent magnets are not explicitly considered in the present analysis.

## B. Rotating electrical machines

For modelling rotating electrical machines, the FE domain $\Omega$ is commonly split up into three complementary subdomains: a "stator" $\Omega_{s}$, a "rotor" $\Omega_{r}$ and a thin ring $\Omega_{m b}$ between stator and rotor, the so-called moving band (see Fig. 1).


Fig. 1. 2D FE model consisting of a stator $\Omega_{s}$, a rotor $\Omega_{r}$ and a moving band $\Omega_{m b}$

As the rotor angle $\theta$ varies in time, the FE mesh in the stator and the rotor can remain identical with regard to the respective reference frames $x y$ and $x^{\prime} y^{\prime}$, while the moving band needs to be remeshed. For sake of convenience, the stator and the rotor are connected by a single layer of elements in the moving band. As the rotor position changes,
the discretisation of the moving band changes in a discontinuous way: the elements are deformed and, intermittently, the topology of the moving band mesh is (locally) modified in order to maintain elements of good aspect ratio.

As there are no nodes situated inside the moving band, the total number of nodes $\# n$ does not vary with the rotor angle $\theta(t)$, and equals $\# n_{s}+\# n_{r}$, the number of nodes in the stator and the rotor respectively.

When written in terms of the proper coordinates (i.e. in the stator or the rotor reference frame), the interpolation functions are $\theta$-independent, and the interpolation of the magnetic vector potential can be expressed as

$$
\begin{align*}
a(x, y, t) & =\sum_{l=1}^{\# n_{s}} a_{s l}(t) \alpha_{s l}(x, y) \quad \text { in } \quad \Omega_{s}  \tag{7}\\
a\left(x^{\prime}, y^{\prime}, t\right) & =\sum_{l=1}^{\# n_{r}} a_{r l}(t) \alpha_{r l}\left(x^{\prime}, y^{\prime}\right) \text { in } \Omega_{r}
\end{align*}
$$

In the moving band $\Omega_{m b}$, the interpolation is inherently $\theta$ dependent:

$$
\begin{equation*}
a=\sum_{s l} a_{s l}(t) \alpha_{s l}(x, y, \theta)+\sum_{r l} a_{r l}(t) \alpha_{r l}\left(x^{\prime}, y^{\prime}, \theta\right) \tag{9}
\end{equation*}
$$

where only the basis functions $\alpha_{s l}$ and $\alpha_{r l}$ associated with nodes on the outer and the inner boundary respectively of the moving band are to be considered.

The system of algebraic equations (4) can be partitioned accordingly:

$$
\left[\begin{array}{cc}
\boldsymbol{S}_{s s}^{s}+\boldsymbol{S}_{s s}^{m b} & \boldsymbol{S}_{s r}^{m b}  \tag{10}\\
\boldsymbol{S}_{r s}^{m b} & \boldsymbol{S}_{r r}^{r}+\boldsymbol{S}_{r r}^{m b}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{A}_{s} \\
\boldsymbol{A}_{r}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{J}_{s} \\
\boldsymbol{J}_{r}
\end{array}\right],
$$

where the subscripts indicate the concerned degrees of freedom and the superscript ( $s, r$ or $m b$ ) indicates the subdomain that produces the block in the stiffness matrix.

When ignoring saturation, the diagonal blocks $\boldsymbol{S}_{s s}^{s}$ and $\boldsymbol{S}_{r r}^{r}$, due to the stator and the rotor respectively, are timeinvariant. The blocks $\boldsymbol{S}_{s s}^{b m}, \boldsymbol{S}_{r r}^{b m}$ and $\boldsymbol{S}_{s r}^{b m}=\left(\boldsymbol{S}_{r s}^{b m}\right)^{T}$, due to the moving band, depend on the rotor position $\theta(t)$.

## C. Harmonic balance

Let us now consider a time periodic problem. The current and/or permanent magnet excitation, $\boldsymbol{J}_{s}(t)$ and $\boldsymbol{J}_{r}(t)$, and the rotor position $\theta(t)$ (modulo $2 \pi$ ) vary periodically in time, with fundamental frequency $f$ and period $T=1 / f$.

The harmonic balance method consists in approximating the periodic time variation of $\boldsymbol{A}_{s}(t)$ and $\boldsymbol{A}_{r}(t)$ by a truncated Fourier series. The corresponding time basis functions $H(t)$ are $\sqrt{2} \cos (2 \pi k f t)$ and $-\sqrt{2} \sin (2 \pi k f t)$ for each nonzero frequency $k f$, and a constant function 1 for the dc component. A different set of frequencies may be adopted in the stator and the rotor.

The harmonic time discretisation of $\boldsymbol{A}_{s}(t)$ and $\boldsymbol{A}_{r}(t)$ can thus be written as

$$
\begin{align*}
& \boldsymbol{A}_{s}(t)=\sum_{\lambda=1}^{\# h_{s}} \boldsymbol{A}_{s}^{(\lambda)} H_{s \lambda}(t),  \tag{11}\\
& \boldsymbol{A}_{r}(t)=\sum_{\lambda=1}^{\# h_{r}} \boldsymbol{A}_{r}^{(\lambda)} H_{r \lambda}(t), \tag{12}
\end{align*}
$$

where $\# h_{s}$ is the number of harmonic basis functions considered in the stator and the moving band, and where $\# h_{r}$ is the number of functions in the rotor and the moving band. In the moving band, both sets of frequencies apply.

The harmonic basis functions are orthonormal in the stator and the rotor respectively. E.g., for those defined in the
stator:

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T} H_{s \kappa}(t) H_{s \lambda}(t) \mathrm{d} t=\delta_{\kappa, \lambda} \tag{13}
\end{equation*}
$$

Adopting the Galerkin approach, the HB system of algebraic equations can be obtained by using the harmonic basis function as test function as well. The weighing of (4) in the fundamental period $[0, T]$ with a basis function $H(t)$ can be written as

$$
\begin{equation*}
\frac{1}{T} \int_{0}^{T}(\boldsymbol{S A}-\boldsymbol{J}) H(t) \mathrm{d} t=0 \tag{14}
\end{equation*}
$$

Considering the partitioned system (10) and the harmonic functions that are defined in the stator and the moving band on the one hand, and in the rotor and the moving band on the other hand, (14) can be further detailed to

$$
\begin{align*}
& \frac{1}{T} \int_{0}^{T}\left(\left(\boldsymbol{S}_{s s}^{s}+\boldsymbol{S}_{s s}^{m b}\right) \boldsymbol{A}_{s}+\boldsymbol{S}_{s r}^{m b} \boldsymbol{A}_{r}-\boldsymbol{J}_{s}\right) H_{s \kappa} \mathrm{~d} t=0  \tag{15}\\
& \frac{1}{T} \int_{0}^{T}\left(\boldsymbol{S}_{s r}^{m b} \boldsymbol{A}_{s}+\left(\boldsymbol{S}_{r r}^{r}+\boldsymbol{S}_{r r}^{m b}\right) \boldsymbol{A}_{r}-\boldsymbol{J}_{r}\right) H_{r \kappa} \mathrm{~d} t=0 \tag{16}
\end{align*}
$$

The time discretisation (11-12) thus leads to a system of $\# n_{s} \# h_{s}+\# n_{r} \# h_{r}$ linear equations in term of an equal number or unknowns. It can be written as follows:

$$
\left[\begin{array}{cc}
\boldsymbol{S}_{s s H}^{s}+\boldsymbol{S}_{s s H}^{m b} & \boldsymbol{S}_{s r H}^{m b}  \tag{17}\\
\boldsymbol{S}_{r s H}^{m b} & \boldsymbol{S}_{r r H}^{r}+\boldsymbol{S}_{r r H}^{m b}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{A}_{s H} \\
\boldsymbol{A}_{r H}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{J}_{s H} \\
\boldsymbol{J}_{r H}
\end{array}\right]
$$

The harmonic components of $\boldsymbol{A}_{s}(t)$ and $\boldsymbol{A}_{r}(t)$ are assembled in $\boldsymbol{A}_{s H}$ and $\boldsymbol{A}_{r H}$ as follows:

$$
\boldsymbol{A}_{s H}=\left[\begin{array}{l}
\boldsymbol{A}_{s}^{(1)}  \tag{18}\\
\vdots \\
\boldsymbol{A}_{s}^{\left(\# h_{s}\right)}
\end{array}\right] \quad \text { and } \quad \boldsymbol{A}_{r H}=\left[\begin{array}{c}
\boldsymbol{A}_{r}^{(1)} \\
\vdots \\
\boldsymbol{A}_{r}^{\left(\# h_{r}\right)}
\end{array}\right]
$$

and the matrices $\boldsymbol{S}_{s s H}^{s}$ etc. can be partitioned into blocks $\boldsymbol{S}_{s s H}^{s(\kappa, \lambda)}$ etc., where $(\kappa, \lambda)$ refers to the pair of harmonic functions concerned, i.e. $H_{s \kappa}(t) H_{s \lambda}(t), H_{r \kappa}(t) H_{r \lambda}(t)$ or $H_{r \kappa}(t) H_{s \lambda}(t)$.

From the orthonormality of the basis functions (13), it follows that the matrices $\boldsymbol{S}_{s s H}^{s}$ and $\boldsymbol{S}_{r r H}^{r}$ have a diagonal block structure. Indeed, the blocks of e.g. $\boldsymbol{S}_{s s H}^{s}$ are given by

$$
\begin{equation*}
\boldsymbol{S}_{s s H}^{s(\kappa, \lambda)}=\frac{1}{T} \int_{0}^{T} \boldsymbol{S}_{s s}^{s} H_{s \kappa}(t) H_{s \lambda}(t) \mathrm{d} t=\delta_{\kappa, \lambda} \boldsymbol{S}_{s s} \tag{19}
\end{equation*}
$$

The matrices produced by the moving band generally have a full block structure. E.g., the blocks of $\boldsymbol{S}_{s r H}^{m b}$ are given by

$$
\begin{equation*}
\boldsymbol{S}_{s r H}^{m b(\kappa, \lambda)}=\frac{1}{T} \int_{0}^{T} \boldsymbol{S}_{s r}^{m b}(\theta(t)) H_{s \kappa}(t) H_{r \lambda}(t) \mathrm{d} t \tag{20}
\end{equation*}
$$

Different harmonics in the stator (having the same or different frequency) are thus coupled through the nodes situated on the outer moving band contour. The same holds for the rotor harmonics and the nodes on the inner moving band contour. The stator and the rotor harmonics are coupled through all the nodes situated on outer and inner contour of the moving band.

## D. Practical aspects and extension to nonlinear problems

In practice, the integrals (20) over the fundamental period $[0, T]$ are approximated by a sum, considering a finite number of discrete time instants $t_{i}$. For each corresponding rotor position $\theta\left(t_{i}\right)$, the moving band is meshed and it static stiffness matrix is calculated. Then the contribution to the global HB system matrix is effected, considering all the relevant pairs of harmonic basis functions.

Saturation can be taken into account as proposed in [3]. The system of nonlinear algebraic equations can be solved straightforwardly by means of the Newton-Raphson (NR) method. Hereto, for each NR iteration and for each element situated in a nonlinear region of the FE domain, the differential reluctivity tensor $\frac{\partial \underline{h}}{\partial \underline{b}}$ multiplied by each relevant pair of harmonic basis functions needs to be integrated over $[0, T]$. Saturation causes all harmonics considered in the nonlinear region to be coupled.

The constant contribution of the moving band (where the reluctivity is constant, $\nu=\nu_{0}$ ) and of the linear media in the stator and the rotor to the Jacobian matrices can be calculated and stored before starting the iterative NR process.

Electrical circuit coupling can be easily considered [9][2]. If the electrical circuit is linear, the electrical coupling does not require a special harmonic balance treatment. However, for nonlinear inductive components and resistive components (e.g. diodes), the differential inductance (flux derived with respect to current) and the differential resistance (voltage drop derived with respect to current) have to be processed in a similar way as the differential reluctivity tensor [10].

Both the time domain as the HB systems of algebraic equation can be solved by means of GMRES with ILU preconditioning, after renumbering with the reverse Cuthill McKee algorithm [11][12]. As the fill-in (average number of nonzero entries per row) increases with the number of considered frequencies, it is important for the GMRES convergence and the computational cost (computation time and storage requirements) to set the fill-in of the preconditioning to a appropriate value.

## 3. Application example

## A. 2D FE model of permanent magnet machine

The proposed HB method is applied to an eight-pole threephase permanent-magnet motor [13]. The stator windings are star connected. The commercial motor has 24 skewed stator slots (one slot per pole and per phase) and the permanent magnets are mounted in a slightly asymmetric way. As a result, the distortion of the induced voltages is considerably reduced.

In this paper we consider an especially assembled motor, that has straight stator slots and in which the magnets are mounted (nearly) symmetrically. In the following, the measured noload voltage waveform will be compared to the one obtained with the 2D FE model using both the time and the frequency domain approach. Induction waveforms in stator and rotor will be shown as well.

By imposing anti-periodicity conditions, only one pole needs to be modelled. The FE discretisation is depicted in Fig. 2. The airgap is split up in three layers (see zoom in Fig. 2), the middle of which is the moving band. The mean


Fig. 2. 2D FE model of one pole of the permanent-magnet machine ( $\# n=1450 ; 1880$ first order triangles: 1880 in stator, 924 in rotor and 130 in moving band)


Fig. 3. bh-curve of stator and rotor iron


Fig. 4. Measured and calculated noload line-to-line voltage


Fig. 5. Spectrum of line-to-line voltage and phase voltage (the amplitude of the fundamental 50 Hz component of the phase and line-to-line voltage is 38.5 V and 66.6 V respectively)
airgap radius and the minimum airgap width are 25.7 mm and 0.55 mm respectively. The axial length of the stator and the rotor core stack is 40 mm . The $b h$-curve used for the stator and the rotor iron is shown in Fig. 3.

## B. Time-stepping simulation

A time-stepping simulation at 750 rpm is carried out $(f=$ $50 \mathrm{~Hz}, T=20 \mathrm{~ms}$ ). As it concerns a static problem with a constant excitation, there is no transient. One period is time-stepped with $\Delta t=T / 360$.

In Fig. 4, the obtained line-to-line voltage waveform is shown together with the measured one. A good agreement is observed. The spectrum of the calculated line-to-line voltage and phase voltage is shown in Fig. 5. The phase voltage contains important 3rd, 5th, 7th and 9th harmonics. The $3 k$ harmonics do not appear in the line-to-line voltage.

## C. Harmonic balance simulations

Besides the fundamental $f=50 \mathrm{~Hz}$ component in the stator and the dc component in the rotor, the magnetic field has odd harmonics $(2 k+1) f$ in the stator and $6 f$ harmonics in the rotor.

Five HB calculations with increasing spectrum are carried out. They are denoted HB 1, HB 5, HB 7, HB 11 and HB 13 , and comprise the following harmonics:

HB $1: 0,1$
HB $5: 0,1,3,5$
НВ $7: 0,1,3,5,6,7$
HB $11: 0,1,3,5,6,7,9,11$
HB $13: 0,1,3,5,6,7,9,11,12,13$
In HB 13, e.g., six nonzero frequencies are considered in the stator, while in the rotor, the dc component and two nonzero frequencies are considered. This results in a total of $12+5=$ 17 harmonic basis functions. For evaluating the HB stiffness matrix of the moving band numerically, 360 time instants in $[0, T]$ and rotor positions $\theta$ in $\left[0^{\circ}, 90^{\circ}\right]$ are considered.

Some of the obtained harmonic components of the flux pattern are shown in Fig. 6.

The waveform of the phase voltage obtained with the five HB calculations and with the time stepping simulation are depicted in Fig. 7. A good convergence of the HB waveforms to the time stepping one is observed. Note also that the distortion of the moving band elements may cause some noise in the calculation voltage, as can be clearly seen in the zoom in Fig. 7.

The relative amplitude of the frequency components of the voltage obtained with the HB calculations (where the amplitudes obtained with time stepping serve as reference) is shown as a function of the spectrum ( HB 1 to HB 13 ) in Fig. 8. Notice that the error of the fundamental $f$ component diminishes from only $1.2 \%$ with HB1 to less than $0.04 \%$ with HB 13. HB 13 produces an equally good precision for the $3 f$ and $5 f$ components (error of $0.3 \%$ and $0.05 \%$ respectively). The minimum error of the $7 f$ and $9 f$ is about $5 \%$.

The calculated waveforms of the radial induction in two points in a stator tooth are shown in Figs. 9. It concerns the stator tooth that is aligned with the magnet in Fig. 2 and following, and two points on its axis of symmetry, one close to the airgap (at $r=26.1 \mathrm{~mm}$ ) and the other further from the airgap (at $r=30 \mathrm{~mm}$ ). Again an excellent agreement of the time stepping results and the HB results can be observed.


Fig. 6. Harmonic components of the flux pattern in the rotor and the stator


Fig. 7. Waveform of noload phase voltage obtained with time stepping and with the five HB calculations (same legend for zoom below)


Fig. 8. Relative amplitude of the frequency components $f=$ 50 Hz to $11 f=550 \mathrm{~Hz}$ of the voltage obtained with the HB calculations (where the amplitudes obtained with time stepping serve as reference) as a function of the spectrum (HB 1 to HB 13 )

In Fig. 10, the radial induction waveforms in two points in the rotor are depicted. The two points are situated on the symmetry axis of the permanent magnet, one close to the airgap (at $r=25 \mathrm{~mm}$ ) and the other further from the airgap (at $r=20 \mathrm{~mm}$ ). As the harmonics are multiples of six, only one sixth of a fundamental period, $[0, T / 6]$, is shown.


Fig. 9. Time-stepping and HB waveforms of the radial induction in two points in a stator tooth: a point close to the airgap (up) and a point further from the airgap (below)

## D. Calculation times

All calculation have been carried out on a Pentium III 750 MHz . The approximate calculation times supplied hereafter should give an indication of computational efficiency of the HB approach with regard to the stepping approach.

The time stepping simulation (one period, 360 steps, in average 3 NR iterations per time step) has taken 360 s . The HB calculations HB 1, HB 5, HB 7, HB 11 and HB 13 have taken $20 \mathrm{~s}, 67 \mathrm{~s}, 153 \mathrm{~s}, 310 \mathrm{~s}$ and 590 s respectively. The number of NR iterations was 7, 5, 4, 4 and 4 respectively. For HB 5 to HB 13, the previous solution (i.e. HB 1 to HB


Fig. 10. Time-stepping and HB waveforms of the radial induction in two points in the permanent magnet: a point close to the airgap (up) and a point far from the airgap (below)
11) has been used as initial solution for the NR iterative process. Without this initialisation, the number of NR iterations was either 7 or 8 .

If only the fundamental component $f$ and some lower order harmonics $(3 f, 5 f)$ are of interest, the HB approach is certainly more efficient than the time domain approach.

## 4. Conclusions

An original method to take into account movement in the 2D harmonic balance finite element modelling of electrical machines has been presented. The harmonic balance system of algebraic equations has been straightforwardly derived by applying the Galerkin approach to both the space and the time discretisation. The method can be easily implemented as it only requires some elementary manipulations of the moving band stiffness matrix. Magnetic saturation and electrical circuit coupling are easily included in the HBFE analysis.

The proposed method has been successfully applied to a permanent-magnet machine. The HB waveforms of the noload voltage converge well to the one obtained with time stepping. The computational cost of the HB calculations is favourable provided the number of considered frequency is not too big. Further research will involve the load simulation of the permanent-magnet machine.
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