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Summary

Global warming and climate change are the most prominent issues of concern
today. Over recent decades, various strategies and universal agreements have
been set to combat climate change. In this framework, governments have
adopted various climate, energy, and taxation policies to reduce net greenhouse
gas emissions and meet the global climate target. However, there are several
technical and economic challenges in the transition towards a low-carbon future
and a circular economy. Renewable energy sources, power systems and carbon
dioxide-based processes play a significant role in this paradigm shift. However,
these technologies face barriers to effectively contribute to reduce emissions.

One of the key solutions to reducing greenhouse gas emissions is to expand
renewable energy installations and to move towards predominantly or entirely
renewable power generation. However, the electrical grid is not designed to
accommodate a high level of renewable power generation. The intermittent
and inertia-less nature of renewable energy sources reduces the grid’s reliabil-
ity and increases the pressure on the conventional power plants to balance the
grid. Therefore, the power system needs to become more flexible and adaptive.
The increasing penetration of renewable energy in power systems is expected
to increase curtailment due to a lack of system flexibility. Alternatively, renew-
ables can be operated flexibly according to the grid’s condition. However, this
leads to a sub-optimal operation of renewables and negatively impacts these
systems, e.g., it can increase structural loads on wind turbines. Novel chem-
ical processes with innovative technologies are under development to reduce
carbon dioxide emissions. These processes, which are referred to as Carbon
dioxide Capture and Utilisation (CCU), use carbon dioxide as a raw material
for the chemical synthesis, e.g., formic acid, methane or methanol. CCU based
processes have the potential to reshape the chemical industry in the low carbon
paradigm. However, CCU based processes for the direct conversion of CO2
into value-added chemicals are energy-intensive and have a poor economic
viability. Therefore, new strategies are required to address these challenges, to
accelerate the deep decarbonisation process and to reach the net-zero emissions
target.

In this PhD research, we searched for solutions to enhance the flexibility
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of power systems for further integration of renewables and CCU based pro-
cesses into the electrical grid, facilitating the transition towards a low carbon
paradigm. In this framework, various sources of flexibility are researched to
extend the system flexibility on both the electricity supply and demand sides.
This dissertation introduces four flexible operating strategies addressing chal-
lenges concerning the integration of wind energy and energy-intensive chemical
processes into the power grid.

Firstly, the optimal demand response operation of power-to-hydrogen tech-
nology is investigated. The techno-economic analysis is performed for the
flexible operation of a large-scale PEM electrolyser under two scenarios. First,
the economic performance of the PEM electrolyser is assessed for a price-
based scenario where the power consumption of the electrolyser is regulated
based on the electricity price. Then, the potential economic benefits of the
flexible operation are investigated for fast-paced ancillary services where the
electrolyser’s power input is regulated based on the grid frequency. Moreover,
an electrochemical model and a control system are developed to evaluate the
technical feasibility of the proposed strategy. The techno-economic analysis
shows that operating the electrolyser at the optimum baseload and providing
Frequency Containment Reserve (FCR) for the grid can generate extra revenue
and improve economic performance. The dynamic simulation shows that the
PEM system represents a high degree of flexibility and can react to the grid
frequency variation with a response time of less than five seconds.

The second research topic investigates the flexible operation of energy-
intensive CCU based processes with two objectives: to provide ancillary ser-
vices for the grid and to operate on renewable electrical energy. A flexible
operating strategy and a control architecture are developed, addressing the
challenges of demand response operation of chemical processes, i.e., the con-
straints and nonlinear dynamics of chemical systems. The developed strategy
increases the process’s flexibility by adaptively regulating the setpoints of pro-
cess components based on input power variations. Therefore, the chemical
process reacts to the grid frequency by controlling the power consumption of
the PEM electrolyser while maintaining the reactor’s optimal operating condi-
tions through the adaptive operation of the H2 and CO2 multi-stage compression
systems. The results show that the proposed strategy enables the CCU based
process to provide FCR while minimising the impact on the reactor efficiency.
Moreover, the techno-economic analysis shows that operating the process at
optimal baseload and providing the remaining capacity as a power reserve can
create additional revenue and improve the economic profit.

Thirdly, the advantages of pitch-to-stall control are investigated for the
effective integration of wind energy into the power grid. The purpose of
this research study was to identify the potential benefits of stall regulation
to improve the capability of wind turbines in the active power control for
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FCR provision while minimising the impact on the structural loads and pitch
mechanism. Two control systems are designed for pitch-to-stall and pitch-
to-feather control concepts to address the aerodynamic nonlinearity of the
system. Then, the dynamic response of three wind turbine models is compared,
focusing on control performance and the effect on the pitch mechanism and
structural loads. The wind turbines performance is examined in uniform wind
and turbulent wind in the whole operating region, i.e., Maximum Power Point
Tracking (MPPT), the transition zone, and the full load region. The results
show that the pitch-to-stall strategy with a stall-regulated blade design offers
comparative advantages in terms of active power control and load reduction on
the tower and pitch mechanisms. However, stall regulation might increase the
risk of surface damage in the rolling bearings of the blades and increase the
loading on the rotor blades to some degree.

Finally, a novel flexible operating strategy is developed based on the collab-
orative operation of a CCU based process with wind energy. In this strategy, the
chemical process is coupled with wind turbines, and they participate in the en-
ergy and reserve markets as a hybrid system. To effectively integrate this system
into the power grid, an optimisation framework is required to deal with wind
and grid uncertainties and support optimal operating decisions. Therefore, an
optimal two-stage stochastic programming model is developed to enable FCR
provision through the cooperative operation of the CCU based process and
wind turbines. The Group Method of Data Handling (GMDH) algorithm is
used to predict stochastic variables and make the optimisation computationally
efficient. The developed dynamic model of the process and the wind turbine in
the previous research studies allows the detailed coupling of dynamic models
and validate the proposed optimisation framework under operational restric-
tions. The results demonstrate that the proposed approach enables the hybrid
system to make the optimal decision when offering its bidding quantity in the
day-ahead electricity and reserve market.

In conclusion, various flexible operating strategies are proposed to facilitate
the integration of power-to-hydrogen technology, wind turbines, and CO2-
based processes into the power grid. The results show the significance of
the developed strategies for optimal participation in the energy and ancillary
markets, which can have a valuable contribution to the development of the
future grid under the high-level penetration of renewable energy sources.
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Samenvatting

De opwarming van de aarde en de klimaatverandering zijn de meest prominente
problemen van vandaag. De afgelopen decennia zijn verschillende strategieën
en politieke akkoorden opgesteld om klimaatverandering tegen te gaan. In dit
kader hebben regeringen verschillende klimaat-, energie- en belastingsbeleids-
maatregelen getroffen om de netto-uitstoot van broeikasgassen te verminderen
en de wereldwijde klimaatdoelstellingen te halen. Er zijn echter verschil-
lende technische en economische uitdagingen in de transitie naar een koolsto-
farme toekomst en een circulaire economie. Hernieuwbare energiebronnen,
energiesystemen en op koolstofdioxide gebaseerde processen spelen een belan-
grijke rol in deze paradigmaverschuiving. Deze technologieën hebben echter
te maken met belemmeringen om effectief bij te dragen aan het verminderen
van emissies.

Een van de belangrijkste oplossingen om de uitstoot van broeikasgassen
te verminderen, is het uitbreiden van installaties voor hernieuwbare energie-
opwekking en het overstappen op overwegend of volledig hernieuwbare en-
ergieopwekking. Het elektriciteitsnet is echter niet ontworpen om een grote
hoeveelheid aan duurzame energieopwekking op te vangen. De intermitterende
en inertieloze aard van hernieuwbare energiebronnen vermindert de betrouw-
baarheid van het net en verhoogt de druk op de conventionele elektriciteitscen-
trales om het net in evenwicht te houden. Daarom moet het energiesysteem
flexibeler en adaptiever worden. Het toenemende aandeel van hernieuwbare en-
ergie in elektriciteitssystemen zal naar verwachting leiden tot meer inperkingen
vanwege een gebrek aan systeemflexibiliteit. Als alternatief kunnen hernieuw-
bare energiebronnen flexibel worden beheerd, afhankelijk van de toestand van
het net. Dit leidt echter tot een suboptimale werking van hernieuwbare en-
ergiebronnen en heeft een negatieve invloed op deze systemen. Het kan bijvoor-
beeld de structurele belasting van windturbines verhogen. Nieuwe chemische
processen met innovatieve technologieën zijn in ontwikkeling om de uitstoot
van kooldioxide te verminderen. Deze processen, die worden aangeduid als
’Carbon dioxide Capture and Utilization’ (CCU), gebruiken koolstofdioxide
als grondstof voor de chemische synthese van o.a. mierenzuur, methaan of
methanol. Op CCU gebaseerde processen hebben het potentieel om de chemis-
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che industrie een nieuwe vorm te geven in het koolstofarme paradigma. Op
CCU gebaseerde processen voor de directe omzetting van CO2 in chemical-
iën met toegevoegde waarde zijn echter energie-intensief en leveren tegen-
vallende economische prestaties. Daarom zijn nieuwe strategieën nodig om
deze uitdagingen aan te pakken, het proces van verregaande decarbonisatie te
versnellen en het streefcijfer voor netto-koolstofvrije emissies te bereiken.

In dit doctoraatsonderzoek hebben we gezocht naar oplossingen om de flexi-
biliteit van energiesystemen te vergroten voor verdere integratie van hernieuw-
bare energiebronnen en CCU gebaseerde processen in het elektriciteitsnet,
waardoor de overgang naar een koolstofarm paradigma wordt vergemakkelijkt.
In dit kader worden verschillende bronnen van flexibiliteit onderzocht om de
systeemflexibiliteit aan zowel de aanbod- als de vraagzijde van elektriciteit te
vergroten. Dit proefschrift introduceert vier flexibele operationele strategieën
die uitdagingen aangaan met betrekking tot de integratie van windenergie en
energie-intensieve chemische processen in het elektriciteitsnet.

Ten eerste wordt de optimale vraagresponswerking van waterstoftechnolo-
gie onderzocht. Een technisch-economische analyse wordt uitgevoerd voor de
flexibele werking van een grootschalige PEM-elektrolyser in twee scenario’s.
Eerst worden de economische prestaties van de PEM-elektrolyser beoordeeld
voor een prijsgebaseerd scenario waarbij het stroomverbruik van de elektrol-
yser wordt gereguleerd op basis van de elektriciteitsprijs. Vervolgens worden
de potentiële economische voordelen van de flexibele werking onderzocht voor
snelle net-ondersteunende diensten waarbij het opgenomen vermogen van de
elektrolyser wordt geregeld op basis van de netfrequentie. Bovendien wor-
den een elektrochemisch model en een controlesysteem ontwikkeld om de
technische haalbaarheid van de voorgestelde strategie te evalueren. Uit de
technisch-economische analyse blijkt dat het gebruik van de elektrolyser bij de
optimale basislast en het leveren van ’Frequency Containment Reserve’ (FCR)
voor het net extra inkomsten kan genereren en de economische prestaties kan
verbeteren. De dynamische simulatie laat zien dat het PEM-systeem een hoge
mate van flexibiliteit vertegenwoordigt en kan reageren op de variaties in de
netfrequentie met een responstijd van minder dan vijf seconden.

Het tweede onderzoeksthema bestudeert de flexibele werking van energie-
intensieve CCU gebaseerde processen met twee doelstellingen: het leveren
van ondersteunende diensten voor het net en het werken op hernieuwbare
elektrische energie. Er wordt een flexibele bedrijfsstrategie en een controle-
architectuur ontwikkeld die de uitdagingen van vraagrespons van chemische
processen aanpakken, d.w.z. de beperkingen en de niet-lineaire dynamica van
chemische systemen. De ontwikkelde strategie vergroot de flexibiliteit van het
proces door adaptief de setpoints van procescomponenten te regelen op basis
van variaties in het ingangsvermogen. Daarom reageert het chemische proces
op de netfrequentie door het stroomverbruik van de PEM-elektrolyser te regelen
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terwijl de optimale bedrijfsomstandigheden van de reactor worden gehandhaafd
door de adaptieve werking van de H2 en CO2 meertraps compressoren. De
resultaten laten zien dat de voorgestelde strategie het CCU gebaseerde proces
in staat stelt om FCR te leveren terwijl de impact op de reactorefficiëntie
wordt geminimaliseerd. Bovendien toont de technisch-economische analyse
aan dat het proces met optimale basislast en het verstrekken van de resterende
capaciteit als reserve extra inkomsten kan opleveren en de economische winst
kan verbeteren.

Ten derde worden de voordelen van pitch-to-stall-regeling onderzocht voor
de effectieve integratie van windenergie in het elektriciteitsnet. Het doel van
deze studie was om de potentiële voordelen van overtrekregeling te identificeren
om het vermogen van windturbines in de actieve vermogensregeling voor FCR-
voorziening te verbeteren, terwijl de impact op de structurele belastingen en het
hellingsmechanisme wordt geminimaliseerd. Er zijn twee regelsystemen ont-
worpen voor de bedieningsconcepten van pitch-to-stall en pitch-to-feather om
de aerodynamische niet-lineariteit van het systeem aan te pakken. Vervolgens
wordt de dynamische respons van drie windturbinemodellen vergeleken, waar-
bij de nadruk ligt op de regelprestaties en het effect op het pitchmechanisme en
structurele belastingen. De prestaties van de windturbines worden onderzocht
in uniforme wind en turbulente wind in het hele werkgebied, d.w.z. Maximum
Power Point Tracking (MPPT), de overgangszone en het werkingsgebied bij
vol vermogen. De resultaten laten zien dat de pitch-to-stall-strategie met een
overtrek-gereguleerd bladontwerp voordelen biedt in termen van actieve ver-
mogensregeling en belastingvermindering op de toren- en pitch-mechanismen.
Overtrekregeling kan echter het risico op oppervlaktebeschadiging in de wen-
tellagers van de schoepen vergroten en de belasting van de rotorschoepen tot
op zekere hoogte verhogen.

Ten slotte wordt een nieuwe flexibele strategie ontwikkeld op basis van de
samenwerking van een CCU-gebaseerd proces met windenergie. In deze strate-
gie wordt het chemisch proces gekoppeld aan windturbines en nemen ze als
hybride systeem deel aan de energie- en reservemarkten. Om dit systeem effec-
tief in het elektriciteitsnet te integreren, is een optimalisatiekader nodig om met
wind- en netonzekerheden om te gaan en optimale operationele beslissingen te
ondersteunen. Daarom is een optimaal tweetraps stochastisch programmeer-
model ontwikkeld om FCR-voorziening mogelijk te maken door de samenwerk-
ing tussen het op CCU gebaseerde proces en windturbines. Het ’Group Method
of Data Handling’ (GMDH) algoritme wordt gebruikt om stochastische vari-
abelen te voorspellen en de optimalisatie rekenkundig efficiënt te maken. Het
ontwikkelde dynamische model van het proces en de windturbine uit de vorige
studies maken het mogelijk om dynamische modellen gedetailleerd te koppe-
len en het voorgestelde optimalisatiekader onder operationele beperkingen te
valideren. De resultaten tonen aan dat de voorgestelde aanpak het hybride
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systeem in staat stelt de optimale beslissing te nemen bij het aanbieden van zijn
energie en reserves op de day-ahead elektriciteits- en reservemarkten.

Concluderend worden verschillende flexibele strategieën voorgesteld om
de integratie van waterstoftechnologie, windturbines en op CO2 gebaseerde
processen in het elektriciteitsnet te vergemakkelijken. De resultaten tonen
het belang aan van de ontwikkelde strategieën voor een optimale deelname
aan de energie- en aanverwante markten, die een waardevolle bijdrage kunnen
leveren aan de ontwikkeling van het toekomstige net met een groot aandeel aan
hernieuwbare energiebronnen.
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Chapter 1

Introduction

1.1 Challenges of renewable energy penetration on
power systems

Electricity is critical to all modern economies, enabling essential services from
healthcare to all kinds of transactions, from information exchange to transporta-
tion. A reliable power system is thus of paramount importance for a secure
electricity supply and for sustaining long term economic growth. In the past
two decades, the electrical power system has been extensively changing due
to the energy mix transformation with the fast-growing share of renewable en-
ergy sources. According to the International Energy Agency (IEA), renewable
electricity generation increased at its fastest rate in two decades in 2020, and it
is set to increase by more than 8% in 2021, the fastest annual growth since the
1970s. Fig. 1.1 illustrates the renewable electricity generation expansion by
country, region and technology. As shown, wind and solar energy continued
to dominate in the renewable capacity increase in 2020 and 2021. The growth
of renewable capacity is expected to accelerate in the next few years, account-
ing for almost 95% of the increase in global power capacity through 2026.
Renewed energy policies and COP26 climate goals are set to higher targets
for renewable electricity growth. Therefore, the global renewable electricity
capacity is predicted to grow by over 60% between 2020 and 2026, reaching
more than 4800 GW [1].

The renewable capacity growth in the European Union (EU) over 2021-
26 is set to outpace the current envision for 2030. According to the European
Green Deal in 2014, in line with the Paris Agreement, the EU aimed to increase
the renewable energy share by at least 32% and reduce greenhouse emissions
by at least 40% (compared to 1990 levels) by 2030. However, the European
Commission adopted a package of proposals for higher greenhouse emission
reduction and outlined the required transformational change. The new commis-
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Renewables bucked the trend in 2020 
Renewable energy use increased 3% in 2020 as demand for all other fuels 

declined. The primary driver was an almost 7% growth in electricity generation 

from renewable sources. Long-term contracts, priority access to the grid, and 

continuous installation of new plants underpinned renewables growth despite 

lower electricity demand, supply chain challenges, and construction delays in 

many parts of the world. Accordingly, the share of renewables in global electricity 

generation jumped to 29% in 2020, up from 27% in 2019. Bioenergy use in 

industry grew 3%, but was largely offset by a decline in biofuels as lower oil 

demand also reduced the use of blended biofuels. 

Renewables are on track to set new records 
in 2021 

Renewable electricity generation in 2021 is set to expand by more than 8% to 

reach 8 300 TWh, the fastest year-on-year growth since the 1970s. Solar PV and 

wind are set to contribute two-thirds of renewables growth. China alone should 

account for almost half of the global increase in renewable electricity in 2021, 

followed by the United States, the European Union and India.  

Renewable electricity generation increase by technology, country and region 

 
IEA. All rights reserved. 
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Figure 1.1: Renewable electricity generation increase by technol-
ogy, country and region [2].

sion proposal, referred to as the "Fit for 55" program, increases the greenhouse
gas emissions reduction by at least 55% and raises the current EU target of
renewables in the overall energy mix to at least 40% by 2030. This is two times
higher than the current renewable energy share of 19.7% [3]. Although the
deployment of renewable energy sources reduces greenhouse gas emissions,
technical barriers need to be addressed to accelerate these sources into the
power system. The increasing growth of renewable energy sources introduces
new challenges to the operation of power systems due to the intermittent and
inertia-less nature of these sources. The higher penetration of renewables com-
plicates maintaining the stability and reliability of the power system. Therefore,
new technologies and operating strategies are needed to enable the system to
cope with renewable generation uncertainty and availability.

The variable renewable output increases the load on conventional power
plants to compensate for supply-demand mismatches. The intermittency of
renewable output implies that the remaining resources on a power system must
respond to variations in renewable output to maintain the balance between
supply and demand. The remaining load, referred to as net load or residual
load, is the required level of non-variable power after deducting the variable
renewable generation, i.e., wind and solar. Variable power generation can lead
to ramps of extreme steepness or duration in net load caused by large swings
in renewable power output over short periods, for instance, when electricity
demand increases while wind generation drops. Also, sun rising/setting can
lead to daily ramps. In regions with high penetration of solar power, the grid
operators have to deal with ramps in net load occurring over a few hours due
to solar output declining and rising during sunset/sunrise periods and weather
changes. Variable energy sources can increase the ramping range, leading to
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dispatchable generator turn-downs [4]. The associated reduction in minimum
net load can force the dispatchable generators to reduce output to low levels
or even cycle off during low demand and high wind speed periods while
remaining available to rise again. Moreover, intermittent wind power can also
increase the net load’s short-term variability, increasing the need for frequency
regulation [5].

With increasing penetration of renewable energy sources, the power system
inertia is changing due to the inertia-less nature of these sources. In power
systems, inertia refers to the kinetic energy stored in large rotating machinery,
which gives them the tendency to remain rotating. This stored energy can be
valuable to stabilise the grid when a large power plant or transmission fails.
The stored energy can temporarily compensate for the power lost from the
failed generator and provide the grid time to respond to the failure. The inertia
in the power system is provided by spinning generators in conventional power
plants, i.e., fossil, nuclear and hydroelectric power plants. Most conventional
power plants use synchronous generators to generate electricity, rotating with
the same frequency (50 Hz in Europe). However, wind turbines, PV and
batteries use inverters to inject power at 50 Hz. These technologies, referred
to as inverter-based resources, are not directly coupled with rotating inertia.
Therefore, when a major generation from synchronous generators is replaced
by renewable generation, the total amount of inertia during these periods will
decrease. Therefore, in the case of a contingency event, the frequency falls
faster due to the lower available inertia. Therefore, potential declines in inertia
that can result from increased integration of inverter-based resources need to
be addressed in the planning and operations of the system to maintain reliable
operation.

There are several possible and proven approaches to respond to the de-
clining role of inertia due to the increased penetration of renewables. The
power system’s inertia can be maintained using synchronous condensers, i.e.,
synchronous motors/generators that draw and inject energy into the grid to
maintain rotating inertia. Also, synchronous renewable energy sources, e.g.,
hydropower, geothermal, and biomass, can provide inertia to the grid. More-
over, the fast decline in frequency resulting from lower inertia can be com-
pensated by the rapid response from fast frequency response. In this context,
there are several electrical loads and inverter-based technologies, e.g., wind,
solar and storage, that are able to respond to system imbalances and increase
the energy supply much faster than synchronous generators. Therefore, the
electronic-based frequency response from inverter-based resources and fast re-
sponse from loads can offset the declines in inertia. Although the accelerating
integration of renewable energy sources into the power system will reduce
the grid inertia, there are multiple solutions for enhancing system reliability.
Therefore, reduction in inertia is not a barrier to the significant growth of wind
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and solar energy [6].

1.2 Solutions to provide power system flexibility

All power systems are designed with an inherent level of flexibility to balance
electricity consumption and production. Flexibility is a characteristic of a
power system, primarily defined as the ability to vary system generation to
respond to changes in load or sudden unexpected situations, such as faults
or accidents in transmission lines or generators. However, with higher levels
of grid-connected variable renewable energy, the flexibility concept needs to
be reconsidered beyond conventional flexibility to include renewables with
variable and hardly predictable power generation. Therefore, the flexibility of
the power system can be defined as the ability to respond to changes in both
demand and supply, coping with uncertainty on supply-demand sides.

1.2.1 Energy Storage Systems

Energy Storage Systems (ESS) can provide flexibility to the energy system and
support power systems by balancing supply and demand mismatches. This
is achieved by storing energy and releasing it whenever required. EES can
be used in a wide range of applications in power systems, including reserve
services, transmission and distribution and bulk power management. These
technologies are mainly classified as chemical, electrochemical, mechanical
and electrical storage systems. Several storage technologies have been devel-
oped, providing a wide range of storage capacity and discharge times, e.g.,
batteries, supercapacitors, flywheels, Superconducting Magnetic Energy Stor-
age (SMES), Compressed-Air Energy Storage (CAES), pumped hydro and
hydrogen storage systems. Fig. 1.2 illustrates the power ranges and discharge
times at the rated power of different energy storage technologies. As shown,
a wide range of power capacity and discharge times can be provided by EES,
depending on the characteristics of the storage systems.

Pumped hydroelectric energy storage (PHES) is already an established
technology for several decades and holds more than 99% of the installed ESS
capacity [8]. PHESs provide important capacity for grid stability and reliability
while utilising hydro potential to store electrical energy [9, 10]. PHESs store
electrical energy in the form of the gravitational potential of water by pumping
water from a reservoir at a low height to a higher water reservoir. Then, energy
can be generated by releasing water from the upper reservoir to the lower,
activating hydraulic turbines to generate electricity. As illustrated in Fig. 1.2,
PHESs can store a large amount of power (up to some GW) with a long discharge
time. In addition to the large power volumes in PHES installations, their high
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Figure 1.2: Comparison of energy storage technologies in terms
of storage capacity and discharge power duration [7].

degree of reactivity, i.e., response times below 1 min [11], enables them to
provide frequency regulation and spinning reserve services. Despite these
advantages of PHES, these are large units with high capital costs. Also, they
are limited to the topographic conditions, i.e., the available elevation difference
between both reservoirs.

Although PHES dominates current EES, electrochemical storage systems
can offer valuable options such as self-discharging and higher efficiency.
Among the available technologies, capacitors and batteries can store electrical
energy in electrochemical form. Capacitors can both handle high currents, but
only for extremely short periods due to their very low energy density. Therefore,
double-layer capacitors, referred to as supercapacitors (SC), are being used with
larger energy storage capabilities. Batteries have a higher energy density than
SCs, storing almost 30 times higher energy with the same mass [12]. However,
capacitors can deliver higher power and run for a longer span when compared
to batteries [13]. Amid different battery technologies, significant progress was
made for lithium-based (Li-based) batteries due to their relatively higher en-
ergy density and specific energy. In [14], it is shown that Li-air and Li-sulfur
were cost-effective compared to Li-ion batteries. Despite the advantages of
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lithium-based batteries, they cannot store significant power fluctuation in grid
applications due to their low specific energy, i.e., 250 Wh/kg. A large number
of batteries are required to provide sufficient reserve for the grid. In [15], it
is shown that combining metal-ion batteries and capacitors in a hybrid system
can comply with future energy storage requirements. In addition, flow battery
technologies can provide energy storage with higher power capacity and dis-
charge time. Flow batteries use two electrolyte reservoirs for electrolyte flow
which are separated by a membrane. The storage volume of the electrolyte
determines the energy capacity, and the power is a function of the electrodes
surface area. Redox flow battery technologies have improved to be employed
in storage applications with renewable energy sources, providing higher per-
formance, e.g., power capacity, density and charge and discharge rates, while
using non-toxic material [16, 17].

Hydrogen storage is among the most promising technologies to support
the integration of renewable energy sources into the power system. In off-
grid applications, hydrogen storage devices have been considered as one viable
solution for power generation and energy storage [18]. Also, hydrogen energy
systems integrated into a network offer significant advantages by providing
flexibility to the power system, which helps to maintain the balance between
electricity generation and consumption. The intermittent renewable electricity
can be reversibly stored as hydrogen and re-injected in the grid by using a fuel
cell, in the scale from kWh to GWh of energy. In large scale applications, where
the volume occupied by the storage system can be of concern, hydrides and
intermetallic alloys are promising and competitive solutions [19, 20]. In [21],
it is shown that hydride, i.e., AB5, NaAlH4, and MgH2, can considerably
reduce the volume required to store a large amount of energy. Hydrogen-based
systems allow the decoupling of the power and energy characteristics of the
system, which makes them more expandable and leads to a longer storage
period and lower capital energy costs compared to batteries [18]. Further,
hydrogen is not necessarily need to be processed in a fuel cell. It can be
coupled within a natural gas combined cycle plant or hydrogen fuel stations as
a clean energy vector, allowing decarbonisation of electricity and automotive
sectors [22]. Given these advantages, hydrogen can play a fundamental role in
future power systems to provide flexibility for higher integration of renewable
energy sources and accelerate the reduction of carbon emissions.

1.2.2 Curtailment

The rapid growth of variable renewable generation has resulted in system
integration challenges and has increased curtailment levels in the last few years.
Therefore, the grid operational strategies need to be adapted to ensure secure
and cost-effective integration of the increasing share of renewables and prevent
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a higher level of curtailment in the coming years. The term curtailment refers to
reducing renewable electricity output below what could have been produced at
that moment due to the system requirements, e.g., inertia and priority dispatch,
or transmission constraints, e.g., grid congestion and faults. As illustrated in
Fig. 1.3, the share of dispatched-down increased in the countries with wind and
solar PV generation. This was because of the change in load patterns caused
by the Covid − 19 demand shock and higher variable renewable generation.
As shown, the share of curtailed wind and solar PV increased in the United
States, Australia, Spain and Italy while remaining stable in Germany and Great
Britain [23]. The curtailment level in China has been reduced from 20% of
VRG in 2012 to less than 5% in 2020. This improvement is despite the fact
that China’s renewable capacity has grown during this period and currently
accounts for 50% of the global growth. The curtailment was mainly caused by
insufficient transmission capacity, lack of flexible generating units and demand-
side flexibility. Therefore, China started to improve the curtailment situation
by commissioning additional inter-provincial transmission capacity, improving
market operations and grid operational strategies, e.g., generation scheduling,
forecasting, and constructing wind power dispatch systems [23, 24].
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The rapid expansion of wind and solar PV increases system integration 
challenges. As a result, policy priorities should be revised in the next five years to 
ensure secure and cost-effective system integration of larger shares of variable 
renewables. In order to ensure system operations during periods of oversupply, 
grid operators have chosen to curtail,1 constrain or “dispatch down” renewables, 

mostly solar PV and wind. New load patterns caused by the Covid-19 demand 
shock resulted in an increase in curtailment in countries where wind and solar PV 
generation reached record levels during certain hours of the day. In the 
United States, Australia, Spain and Italy the share of dispatched-down wind and 
solar PV increased last year while remaining stable in Germany and Great Britain. 
Despite relatively lower demand growth and record levels of wind and solar PV 
expansion, curtailment continued to improve in China thanks to the commissioning 
of additional interprovincial transmission capacity and improved market 
operations.  

Growing system integration challenges and ambitious clean energy targets call for 
improved grid and market operations, appropriate market design, better 
forecasting and the efficient operation of interconnectors. As the proportion of 
generation from variable renewable energy (VRE) grows rapidly, greater 
dispatchable renewable generation – such as hydropower, bioenergy, geothermal 
and CSP – and investment in new grid infrastructure are needed.  

 Wind and solar PV generation curtailment by country 

 
IEA. All rights reserved. 

Notes: NEM = National Electricity Market; VRE = variable renewable energy. The graphs represent officially reported 
curtailed or constrained energy and also combine various curtailment schemes depending on the country.  
Sources: Bundesnetzagentur (2020), Netz- und Systemsicherheit; China Energy Portal (2021), 2020 Wind Power 
Installations and Production by Province; LBNL (2021a), Curtailment Data; IESO (2020), 2020 Year in Review; AEMO 
(2021), Statistical Reporting Streams; GSE (2020), Rapporto delle Attivita 2019; REE (2021a), El sistema eléctrico español 
síntesis; REF (2020), Balancing Mechanism Wind Farm Constraint Payments. 
 

 
                                                                 
1 The terms curtail, constrain and dispatch down all refer to instructing a renewable electricity generator to produce less 
electricity than it could at that moment. This can occur for system-wide reasons (e.g. inertia requirements, ramping limitations, 
contractual arrangements such as priority dispatch) and because of local network limitations or constraints (e.g. grid 
congestion, faults). 

0

 10

 20

 30

 40

 50

 60

 70

 80

2010 2012 2014 2016 2018 2020

Curtailed VRE generation

China United States Ontario Australia - NEM Germany Italy Spain Great Britain

0%

5%

10%

15%

20%

25%

30%

2010 2012 2014 2016 2018 2020

Share of curtailed VRE

Figure 1.3: Wind and solar PV generation curtailment by country
[23].

Although regular curtailment of variable renewable sources has not been
critical in many power systems so far, the rapid increasing share of VRE
means that dispatch-down of non-synchronous generation may be required in
the future. In [25], it is discussed that although curtailment of renewable
generation might appear as a loss, it can be a rational option to avoid high
grid investment and operational costs when expanding the renewable variable
generation capacity. Curtailment can be an optimal option from a power systems
operation and cost-efficient perspective up to a point where the marginal cost
of not curtailing equals the total value of the lost energy. However, curtailment
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has also negative influences on the systems operation costs. As a result of
the renewable curtailment during excess power supply, conventional power
plants must compensate for the reduced share of the consumer load covered by
renewable energy. Also, the curtailed energy cannot be restored to the system
later when the electrical load increases. Therefore, curtailment gives rise the
higher fossil fuel consumption and corresponding emissions of conventional
power plants.

In [26], it is shown that sub-optimal operation of non-dispatchable energy
sources, and using that headroom, can create marginal reserves and enables
renewable plants to participate in the ancillary market. The flexible operation
of variable renewable energy sources can provide the opportunity to support the
electric power system while creating economic revenue for VRE owners. Wind
power plants can respond to grid frequency increases by reducing the output
power through torque or pitch control [27]. However, downward frequency
regulation can only be provided by operating them below maximum output
levels [28], creating enough headroom to increase the power at the operating
wind speed. Solar plants can also provide frequency regulation by regulating
output power through electronic controls [29]. However, curtailment or sub-
optimal operation could have a significant economic impact on wind or solar
power plants.

1.2.3 Demand-side management

One of the solutions to accommodate increasing variable energy sources in
the power system is to develop a new dynamic equilibrium by increasing the
flexibility on the electricity demand side. Demand-side management (DSM) or
demand-side response (DSR) is the modification of the consumers’ electricity
demand to match/accommodate changes in power generation. Changing load
patterns of residential, commercial and industrial users to provide flexibility
to the power system is a bilateral scope. From the electricity consumers per-
spective, energy consumption schedules can minimise the operating costs with
financial incentives or an advantageous tariff offer strategy. While, from the
Transmission System Operator (TSO) perspective, the goal is to utilise demand-
side management to maintain the grid stability and minimise the operating cost
of the power system. Demand-response regulation and implementation have
progressed further in 2020 and 2021 by developing favourable policies in sev-
eral countries to facilitate widespread demand-response deployment in power
markets. However, the global capacity of flexible assets in the residential, com-
mercial and industrial sectors must be ten times higher than today by 2030 to
support Net Zero Emissions by 2050 trajectories. The electricity system flexi-
bility, i.e., hour-to-hour ramping ability, need to be enhanced more than double
by 2030 to accommodate the expanded variable renewable sources. According
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to [23], battery storage and demand-side response should become significant
sources of flexibility in 2030, providing a quarter of flexibility needs globally.
From the technological perspective, a certain level of technical adaptation of
residential and industrial users is required, e.g., smart control and automation
systems, to ensure the effective contribution of electricity loads in demand
response programs. Fig. 1.4 illustrates the increasing volumes of demand-side
response in the central scenario.

1.3 Demand response operation of chemical processes

The intermittent and inertia-less nature of renewable sources threatens the grid
robustness with significant disturbances, e.g., capacity losses and frequency de-
viations. Therefore, the need for demand-side management/demand response
of industrial loads has become of great importance. The contribution of in-
dustrial users in demand-side management has largely involved a price-based
response, in which plant operations are scheduled in response to variable elec-
tricity prices. In [31], it is concluded that energy-intensive industrial processes
with high specific electricity costs, i.e., electricity costs per gross value added,
have a high potential to participate in demand response programs. The elec-
tricity cost thereby comprises a considerable share of the total operation cost
of the processes. Also, the industrial plant must be able to modify its power
demand quickly without affecting the production quality. A price-based de-
mand response can be applied in different industrial applications such as steel
furnaces [32], chlorine production [33], air separation units [34, 35], cement
plants [36], pulp mills [37] and glass furnaces [38]. In this context, several
operating strategies have been developed for the optimal coordination of elec-
tricity consumption and production. In [39,40], the power consumption of steel
plants is scheduled in a price-based demand response framework. In [41, 42],
the process scheduling is assessed for air-separation units for optimal con-
tribution in demand-side response programs. Although price-based demand
response allows the TSOs to estimate electrical loads, it does not guarantee the
loads behaviour and the resulting impact on the grid operation. Also, priced-
based demand response might lead to rebound peaks. These are large increases
in electricity consumption after a demand response event in off-peak condi-
tions [43, 44]. Therefore, some uncertainties remain regarding industrial load
behaviour and its impact on the operation of the grid. Moreover, price-based
demand response is slow, and it does not provide direct control to react to fast
frequency variations to stabilise the power grid.

The deficiencies of price-based demand response have led to the increasing
need for fast demand response programs that provide the TSOs with direct
control of electrical loads. In this context, grid balancing services can rebal-
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Figure 1.4: Evolution of demand-side response volumes per year
in the central scenario [30].
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ance supply and demand and maintain grid frequency at the reference value
(50 Hz). The services for frequency regulation can be implemented using
fast ramping reserves that can react to the grid frequency variations. The
chemical processes with adequate flexibility potential can contribute to fast-
paced demand response programs by flexible operation of their components
with a fast dynamic response, e.g., electrolysers, compressors, pumps, fans
and electric heaters. Several energy-intensive chemical industries can provide
frequency regulation services as Balancing Service Providers (BSPs) or Flex-
ibility Service Providers (FSPs). In [31, 45, 46], it is shown that processes
such as chloralkali electrolysis, Liquefied Natural Gas (LNG) plants, cement
processing plants, and aluminium smelters have the technical potential to pro-
vide balancing services. In [47–50], it is shown that the processes with the
capability of discrete power changes, e.g., bitumen, cement, paper production
processes and industrial meting pots, can provide continuous power regulation
through combining on/off switching of discrete load units, e.g., bitumen pro-
cesses, cement crushers or paper mills. Moreover, it is shown that frequency
regulation can be provided by applying proper optimal scheduling and control
algorithms with a limited impact on the process units. In [51, 52], ancillary
service provision is assessed for aluminium smelters.

Moreover, there are several chemical processes whose slow dynamics can
absorb fast power input variation with negligible impact on product quality.
These processes consist of subsystems with higher time constants in the order
of minutes to hours. Therefore, they can absorb the fast variation in input
signals such as frequency dispatch signals. In [53], the feasibility of providing
frequency regulation by conventional chemical processes with slow dynamics,
e.g., distillation and cooling towers, is investigated. The authors have stated that
chemical processes such as water-methanol distillation systems can participate
in the ancillary market due to their capacity in damping the dominant high-
frequency harmonic content of frequency dispatch signals. These systems
can absorb the fast variations of the power offtake with negligible impact on
product quality, similar to electric arc furnaces that treat the dispatch signal as
a disturbance instead of a reference signal.

1.4 Frequency control and ancillary services

In electrical power systems, the active power generation and consumption must
be maintained in constant equilibrium. The grid frequency reflects the ability
of a system to balance electricity supply and demand, and it is determined by
the rotational speed of the synchronous generators. Disruptions in this balance
lead to a deviation of the system frequency from its nominal value. Therefore,
grid frequency is a measure to prevent grid instability and undesired technical
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and economical problems. The current grid operating rules apply tight grid
frequency tolerances to ensure a full and rapid response to disturbances. Fig. 1.5
illustrates the reserve capacities used by TSOs to cover the system imbalances
and restore the frequency to its setpoint value. Three reserves are activated
consecutively to restore the frequency after an imbalance:

• Frequency Containment Reserve (FCR): A frequency disturbance im-
pacts the entire synchronous zone when power imbalance events occur.
Therefore, all interconnection partners collectively provide FCR to re-
store the equilibrium between power generation and consumption, en-
suring that the grid frequency is maintained within allowed limits. The
synchronous power plants detect changes in frequency and automatically
adjust operations of online generators to maintain frequency within the
desired range. Historically, primary frequency response was provided by
a series of synchronous generators. However, many other technologies
with high reactivity, such as electrolysers, can also provide FCR and
support the power grid. FCR is activated within the time frame of 30
seconds and reacts proportionally to the frequency deviation. According
to the TSO regulation, 50% of the contracted volume must be activated
within 15 seconds and 100% within 30 seconds.

• Automatic Frequency Restoration Process (aFRR): The primary con-
trol can rebalance power and stabilise the frequency, but it does not
restore the grid frequency to its nominal frequency. Moreover, the con-
tribution of control blocks in the primary control in the interconnected
system leads to the deviation of power interchanges between individual
control blocks from the scheduled values. Therefore, the activation of
aFRR is required to cancel the steady-state frequency error and restore
the system frequency to its nominal value of 50 Hz. Also, the function
of aFRR is to drive the power flows with adjacent control areas back to
their scheduled values, thus ensuring that the full reserve of activated
FCR will be available again. Based on the TSO regulation, the aFRR
provider must deliver the contracted volume within 30 seconds and be
able to supply this reserve for at least 7.5 consecutive minutes.

• Frequency restoration via manual activation (mFRR): mFRR is man-
ually activated at the TSOs request in the event of a substantial significant
or systematic imbalance and significant congestion that cannot be cor-
rected by FCR or aFRR. mFRR is activated to schedule the output levels
of online generators and the interarea power flows. mFRR must be fully
available within 12.5 minutes.

Ancillary services refer to a series of services that help the TSOs maintain
a secure and stable operation of the power system. The Belgian TSO (Elia)
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Figure 1.5: Activation process of Elia’s reserve capacity [30].

arranged a balancing market to utilise the flexibility offered by Balancing
Service Providers (BSPs) to maintain the balance on the Belgian grid in real-
time. BSPs can participate in FCR, aFRR or mFRR, depending on the flexibility
of their systems. Elia has developed different ancillary products to exploit the
wide range of potential flexibility sources. The diagram in Fig. 1.6 illustrates
the time horizon of the ancillary market mechanisms to support the grid.
In this mechanism, the BSPs must nominate an energy portfolio one day in
advance (day-ahead) that guarantees the power equilibrium in the coming day.
Market parties and system operators use forecast tools to anticipate the system
variations with the highest possible accuracy on a day-ahead and intraday basis.
Therefore, they can schedule their portfolio, manage their operations, and cope
with the uncertainties in the demand and supply. By moving further, closer
to real-time, intraday and real-time flexibility will be used to solve possible
imbalances in the system. Therefore, the market must have adequate flexibility
to offset forecast errors in electricity generation and consumption, particularly
with regard to renewable energy sources.
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Figure 1.6: Time horizon of ancillary market mechanisms [30].
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1.5 Objectives and challenges

The transition towards low carbon energy systems with the increasing share of
intermittent renewable energy has led to a paradigm shift in the power sector.
In these circumstances, the active participation of large electricity consumers
in the ancillary market becomes more important in order to provide flexibility
to the power system and to stabilise the future grid. The flexibility provided by
the frequency adaptive electricity consumers will also allow the power system
to accommodate the more stochastically fluctuating power generation of
renewable energy sources. In this context, several energy-intensive industries
have the potential to engage in demand response programmes. However, the
demand response operation of industrial loads has not been taken forward
swiftly due to a number of uncertainties, i.e., of economical, technical or
regulatory nature. Therefore, the following challenges should be addressed to
ensure the secure and cost-efficient contribution of chemical processes in the
ancillary market:

Technical feasibility
Classically, chemical processes are planned to run continuously at their
nominal capacities with predetermined setpoints, or their operating point is
only varied slowly based on product demand. The electrical flexible operation
of chemical plants as BSPs or FSPs is usually not foreseen in the planning phase
of a plant. Moreover, the operation of a process is subject to strict constraints,
i.e., with regards to safety and product quality. Therefore, the demand response
operation of chemical processes without extending the flexibility of the process
can violate these restrictions and lead to severe economic losses or threaten
operational safety. The ramp rate of the process, i.e., rate of change in power
demand, is restricted to its nonlinear dynamics and operational constraints,
e.g., safety, product quality and wear. Therefore, applying fast ramp rates and
fulfilling the grid requirements is not straightforward. Therefore, a suitable
control architecture is required for the flexible operation of chemical processes
to satisfy grid services requirements while maintaining process efficiency.

Economic viability
The economic performance of chemical plants is questioned under flexible
operation dealing with grid and market uncertainties. For active participation
of the chemical processes in the ancillary market, careful analysis is required
to ensure the economic viability of the ancillary service provision. The lack of
a proper operating/investment decision-making framework in current market
structures is one of the most significant barriers to the demand response
operation of industrial loads. Therefore, a decision-making algorithm is
needed to maximise the economic performance of chemical processes in the
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presence of uncertainties in the energy and ancillary market.

Based on the above, the research objectives of this PhD thesis are:

1. to analyse the technical feasibility and economic viability of the flexible
operation of a chemical CCU process supplied with wind energy

2. to develop the necessary tools to operate such a system flexibly, i.e.,
models, control algorithms and decision support systems
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1.6 Thesis outline

The following chapters of the thesis contain the research results of this PhD.
Combined, these results answer the two objectives defined above. Fig. 1.7
graphically shows the coherence of the different chapters and helps to under-
stand how the topics are related.
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Chapter 2

Chapter 2 focuses on the flexible operation of a large PEM electrolyser con-
nected to the grid. Electrolysers are energy-intensive systems with favourable
dynamic properties, making them particularly suitable to provide frequency
support services. The results presented in chapter 2 are published in [54].

Chapter 3

Electrolysis provides an essential source of hydrogen in many CCU based
chemical processes. Hence, chapter 3 expands the topic of chapter 2 into a
study on the flexible operation of an entire chemical process for the synthesis
of formic acid. Next to the flexible operation of an electrolyser, this study adds
flexible operation of multiple compression stages and the reactor itself. The
results presented in chapter 3 are published in [55].

Chapter 4

In chapters 2 and 3 the electrolyser and chemical process are connected to the
grid. A renewable energy source is not yet involved in the analysis. How-
ever, the flexible operation of wind turbines was also a topic of investigation
throughout the PhD work. Several control methodologies to control the torque,
pitch and power were developed in the research group to allow for this flexible
operation. Also, the impact of these control methodologies on the structural
loads and pitching system were analysed. Chapter 4 presents the portion of
this research for which the author is the main investigator, which is published
in [56]. Next to this, the author contributed considerably to the related study
published in [57], which is not reported in this PhD manuscript.

Chapter 5

Chapters 2, 3 and 4 respectively study the flexible operation of electrolysers,
chemical processes and wind turbines. These topics are brought together in
chapter 5 in which a novel flexible operation strategy is presented for a chemical
CCU process supplied with wind energy. Chapter 5 fuses the research presented
in the previous chapters and realizes the general research objectives of the PhD.

Chapter 6

Chapter 6 presents a summary of the research outcomes of this thesis and
concludes this dissertation. The potential future research topics and further
possible flexibility challenges are consulted regarding chemical processes in
combination with wind energy.
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The following list gives a complete overview of all articles published in the
frame of this PhD research.
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Chapter 2

Opportunities of Power-to-Gas
Technology for Offering
Flexibility to the Grid

As the integration of renewable energy sources is becoming increasingly im-
portant to meet the net-zero emissions target, novel energy solutions are needed
to compensate for the variability of renewable power generation, e.g., wind and
solar photovoltaics, and offset the supply and demand mismatches. In this
context, power-to-gas technology can provide flexibility for the grid by the
direct conversion of excess renewable power generation into hydrogen through
Polymer Electrolyte Membrane (PEM) electrolysis. The generated hydrogen
can be blended into the natural gas network to make a more ’green’ natural
gas mix for heating, electricity and mobility applications. Therefore, injecting
hydrogen as a green energy vector into existing gas infrastructure can boost or
even replace natural gas, mitigating greenhouse gas emissions. Furthermore,
it can offer flexibility to the grid by utilising surplus renewable electricity.

This chapter studies the technical requirements for primary reserve
provision with a large hydrogen PEM stack electrolyser of 25 MW. A dynamic
study is performed to analyse the technical capability of providing primary
reserve with this system. A techno-economic model is suggested to analyse the
revenue of the Frequency Containment Reserve (FCR) provision, including
capital costs, operational costs, the revenue of the generated hydrogen and
oxygen products and the ancillary service income. The specific case of the
Belgian transmission system is considered for inclusion of electricity prices,
grid frequency changes and other technical limitations.

The contents of this chapter are published in [1, 2].
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Grid Balancing with a Large-Scale Electrol-
yser Providing Primary Reserve
Arash E. Samani, Anna D’Amicis, Jeroen D. M. De Kooning, Dimitar
Bozalakov, Paolo Silva, Lieven Vandevelde

Published in "IET Renewable Power Generation", 2020

Abstract: As the share of renewable energy sources increases, the grid fre-
quency becomes more unstable. Therefore, grid balancing services will become
more important in the future. Dedicated devices can be installed close to the
point where off-shore wind farms are connected to the transmission grid on
land. There, they can be used to attenuate power variations, reduce congestion
and offer grid balancing. The provision of these ancillary services can create
a considerable additional economic revenue. In this study, the provision of
primary reserve by means of a large hydrogen electrolyser of 25 MW is inves-
tigated for the specific case of the Belgian transmission system. The revenue
of the provision of the Frequency Containment Reserve (FCR) is analysed on a
techno-economic model, including capital costs, operational costs, the revenue
of the generated hydrogen and oxygen products and the ancillary service in-
come. The revenue depends strongly on the contracted power-band. Therefore,
it is optimised to yield maximum revenue. The results show that providing FCR
creates a considerable additional revenue. Therefore, a large electrolyser can
be a good candidate to buffer excess renewable energy into green gas while
simultaneously providing grid support.

2.1 Introduction

The electric power industry is changing continuously due to a growing diversity
in the energy mix. This is mainly caused by the increasing share of renewable
energy sources. Global warming and climate change are the main reasons for
a rapid global transition towards renewable energy generation. Furthermore,
fossil fuel reserves are being depleted progressively while the demand for
energy keeps increasing. Also, the Levelised Cost Of Energy (LCOE) of
renewables has decreased drastically to a level where it is cheaper than classical
energy sources, e.g., natural gas or nuclear energy. Clearly, a more diverse
energy mix is needed, which requires a change in the structure and operation
of the conventional power system.

Besides the positive aspects of increasing the share of renewables in the
energy mix, the technical feasibility of integrating variable renewable sources
should be considered. Due to the intermittent nature of these sources, they bring
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more fluctuations and uncertainty into the grid and complicate its operational
management. However, as wind and solar power are the fastest growing sources
of electricity, their effects must be taken into account [3, 4]. For example,
the inertial response of the grid on power imbalances is determined by all
rotating masses of the turbo-generators in the system. However, renewable
power sources such as wind turbines and photovoltaics do not possess directly-
coupled rotating inertia, which reduces the robustness and stability of the power
system [5–7].

Different solutions such as Energy Storage Systems (ESS), Demand-Side
Response (DSR), and curtailment of variable renewable energy sources have
been suggested to manage the energy flows and increase the flexibility of the
grid [8–11]. ESS with a certain degree of flexibility can be used to charge,
hold and discharge the electricity according to the condition of the grid. Stor-
age technologies with different characteristics have been developed to provide
electrical storage for a wide range of power, i.e., Pumped Hydroelectric Storage
(PHS), batteries, flywheels and hydrogen technologies. Pumped hydroelectric
storage has a long discharge time and a large power storage capacity is counted
as utility-scale energy storage. Though pumped hydroelectric energy storage
is well suited for bulk power management, specific geographic conditions are
required, i.e., geologic and hydrologic constraints. Batteries with a fast re-
sponse have the potential advantage to be used for frequency regulation [12].
However, this technology, with its low energy density (energy per unit volume),
is not able to store a large amount of energy. Therefore, for a grid-scale battery
system, a large number of cells is required to store the excess electricity produc-
tion. Flywheel energy storage systems can provide immediate active power to
support the grid. Their main advantage is the fast response time, which makes
them suitable for frequency regulation. However, compared to other storage
systems, they have a shorter discharge time and power storage, i.e., up to 1
MW for less than an hour. hydrogen storage systems have higher performance
in terms of energy storage, i.e., 1 GWh up to 1 TWh, and a discharge time
compared to the aforementioned storage systems. Therefore, hydrogen, as an
energy carrier, can be one of the possible options for voltage and frequency
stabilisation [13–15]. Despite the advantages of hydrogen storage systems, the
direct conversion of electrical energy to hydrogen is not economically viable
due to the high electrolyser costs and relatively low hydrogen price. Never-
theless, hydrogen storage systems can play a fundamental role where a high
amount of renewable energy is available, and more grid support is required.

Studies show that electricity-based hydrogen plays a key role in reducing
greenhouse gas (GHG) emissions in the future of the European Union (EU).
hydrogen, as a clean vector, is used in fuel cell based electric vehicles which
leads to a de-carbonisation of the transport sector. Moreover, hydrogen can
contribute in the energy market as a provider of flexibility [16,17]. The results
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of a recent techno-economic assessment of the hydrogen production mix for
road transport explains that the electrolyser could act as a key technology to
fulfil its hydrogen demand in the medium and long term [16]. It is found
in [17] that the most important techno-economic properties of electrolysers
are their ability to operate flexibly and the efficient conversion of electricity
into hydrogen. These studies show that electrolysers have a positive effect
on frequency stability, as electrolysers are able to respond faster to frequency
deviations than conventional generators [18].

Large-scale electrolysers are an energy-intensive technology that can be
operated to support the grid by regulating the input power based on the grid’s
condition, i.e., to deliver ancillary services. Therefore, additional revenue can
be generated by participating in the ancillary markets. In the recent research
conducted by Mohanpurkar et al., the performance of electrolyser systems in
providing grid support was investigated. The dynamic response of an electrol-
yser participating in demand response, local voltage support, and frequency
support was tested by utilising the fast response of the electrolyser, i.e., subsec-
ond level. The results verified that electrolysers can be utilized as controllable
loads without negatively impacting their lifetime. However, the economic
analysis and exact economic benefits due to participating in the demand side
response were not covered in [19]. Based on the findings of Allidières et
al., PEM water electrolysis stacks/plants represent sufficient flexibility and re-
activity to provide primary and secondary power reserves. However, it was
concluded that the existing technology requires further developments to reduce
efficiency losses and degraded power responses in the conditions of interest
for grid services [20]. Matute et al. [21] performed a techno-economic anal-
ysis of multi-MW electrolysis plants designed to provide grid services while
producing hydrogen for different end uses. The results showed that combining
multi-MW electrolysers with the provision of secondary reserve in Spain is
a valid option to obtain cost-competitive hydrogen for different applications.
However, a sufficient hydrogen demand is required for the profitability of a
hydrogen refueling station network [21].

In this article, a techno-economic analysis is performed of a 25 MW PEM
electrolyser installation in Belgium, planned to provide grid services while in-
jecting hydrogen into the natural gas pipeline. Different electrolyser operational
strategies are investigated to find the optimal method of running the electrol-
yser, which maximises the economic return. Later, an electrolyser system,
i.e., cell stack and controller, is developed to examine the controllability and
reactivity of the electrolyser operating with the proposed strategy. A numerical
model is developed in Matlab to assess the economic benefits of running a
large-scale electrolyser with two different strategies. In the first strategy, the
power consumption is varied based on the electricity price variations on the
Epex Spot market. As price variations are correlated with the balance of the
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grid through the supply and demand principle, this operating strategy is a form
of grid balancing. In the second strategy, the economic return is maximised by
providing FCR as an ancillary service. Once the optimal operating strategy is
determined, an electrochemical model of the electrolyser is developed to test the
system response under the most extreme variation in the grid frequency. In this
article, we propose an optimal strategy for operating a large-scale electrolyser
in Belgium. The main contribution are:

• Maximising the economic efficiency of a large-scale electrolyser instal-
lation

• Optimal contribution of an electrolyser in the Belgian ancillary service
market

• Technical validation of the proposed strategy for providing symmetric
100 mHz frequency containment reserve

• Monitoring the response of the dynamic model to the maximum fre-
quency variation in the year 2017

• Suggesting a generic techno-economic model which can offer useful and
incentive information for the hydrogen sector to improve the economic
viability of electrolysers by providing grid balancing services

This article is organised as follows: § 2.2 describes the business case
and methodology. The optimisation of the electrolysers power consumption
is described in § 2.2.1. § 2.2.2 explains the strategy of providing ancillary
services to the grid. The electrolyser degradation and modelling is discussed in
§ 2.2.3. The optimisation and simulation results of each strategy are presented
in § 2.3.1 and § 2.3.2. The PEM electrolysers dynamic response to the grids
condition is discussed in § 2.3.3.

2.2 Methodology

Since hydrogen production through electrolysis is an energy-intensive process,
the electricity price is of vital importance to the economic viability of the elec-
trolyser. As the first business case, the electrolyser is operated to follow the
variations in the electricity price. As mentioned before, these variations are
linked to the grid balance through the supply and demand principle. hydrogen
storage is not foreseen in the model, assuming that all the produced hydrogen
can be injected into the conventional natural gas grid as long as a limit of 2%
volume hydrogen is not exceeded. This limit is imposed to avoid exceeding
flame temperature limits in natural gas consumers. To inject the hydrogen into
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the existing natural gas pipeline, it must be compressed from 30 to 70 bar. It is
assumed that the compression stages are not costly in comparison to the elec-
trolysis. Therefore, the compression station costs are not included. However,
for high-pressure applications such as mobility (pressure level up to 700 bar),
the compression cost is not negligible. Injecting hydrogen in the natural gas
grid reduces the CO2 emission with 202 kg/MWh (39 kWh(HHV)/kgH2) [22].
However, the avoided emission of CO2 does not generate substantial revenue
for the hydrogen supplier. Table 2.1 gives an overview of the assumptions and
the main parameters of the electrolyser.

Table 2.1: 25 MW electrolyser parameters and assumptions

25 MW PEM Electrolyser

Capital expenditure (CAPEX) 1000 e/kW [22]
Operational cost 1% of capital cost
Nominal H2 output 5000 Nm3/h
Lifetime 20 years
Availability 98%
Cell stack lifetime 80000 hours
Operating hours 8760 hours/year
Substitution cell 50% of capital cost
Output pressure 30 bar
Connection cost to the power grid 500,000 e
Connection cost to the gas grid 2,250,000 e
Value of generated hydrogen 2.2 e/kg [22]
Value of generated oxygen 24.5 e/ton [23]

The second business case aims to analyse the possible profitability of using
the electrolyser to provide demand-side response services. Ancillary services
are essential to support the power grid stability in unbalanced situations. More-
over, participating in the ancillary market brings additional economic revenue.
The ancillary services can be provided by regulating the power offtake of the
electrolyser according to the grid frequency. In this economic model, the power
consumption profile of the electrolyser is varied based on the frequency varia-
tion of the Belgian grid in 2017, operated by the Transmission System Operator
(TSO) Elia.

The additional economic revenue of the provision of each FCR product
type (two symmetrical and two asymmetrical products) will be investigated.
Symmetrical FCR products are delivered within a frequency deviation of 100
or 200 mHz from the nominal 50 Hz upward or downward. Asymmetrical
FCR products are provided if the frequency deviates more than 100 mHz
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from nominal, either upward or downward. The power reserve offered by the
electrolyser is assumed to be constant for the whole year, though the tendering
process is evolving to a shorter period in the future.

The power response of alkaline and Polymer Electrolyte Membrane (PEM)
electrolysers to frequency variations of the grid can be easily modulated [19].
The response time from pressurised standby to a full-load operating condition
is less than three seconds. A hot-start is even faster, i.e., less than one second.
However, it is not recommended to frequently switch the electrolysers entirely
on and off in stand-alone systems, from a system frequency control perspective
[24]. Therefore, to provide an adequate response to the grid frequency variation
and to fulfil the technical specifications, the electrolyser is supposed to be
continuously operated in a variable way to avoid the start-up and shut-down
time required to purge the nitrogen. Thus, a minimum operating capacity of
10% (2.5 MW) is considered.

The average prices of all primary reserve products in 2017 are given in
Table 2.2. The hourly electricity price in the model is equal to the Epex
Spot electricity price in 2017 with an average price of 44.6 e/MWh. The
same assumptions as the first business case are considered with a difference
that the ancillary service is included in the optimisation algorithm as an end
product. Therefore, the algorithm optimises the objective function of producing
hydrogen and providing ancillary services as the end products, based on the
annual average Epex Spot electricity price. The optimisation aims to find the
baseload power and power reserve at which the maximum revenue is generated.

Table 2.2: Annual average price of contracted primary reserves

FCR product Price (e/MW/h)

Symetric 100 mHz 33
Symetric 200 mHz 15
Asymmetrical 4

The investment profitability of the electrolyser for the lifespan of 20 years is
calculated, taking into account both the operational and investment costs. The
cash flow is kept identical for each year based on the assumption that both the
hydrogen and electricity price will increase by the same amount. According
to [22], the hydrogen value for on-site production will reach 2.72 e/Kg in
2030 and 3.59 e/Kg in 2050, with an average yearly increase of 2%. As the
electricity prices are also expected to rise in the near future, an annual increase
of 2% is assumed. However, by scheduling the power input according to the
electricity price, the power consumption decreases, and the influence of the
electricity price evolution is cancelled out. The electrolytic cells wear out over
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time, and a replacement is required after 10 years (half of the lifetime) with
a cost of 50% of the initial investment. This replacement cost is included in
the cash flow of the 10th year, and it is weighed with the discounting factor.
To analyse the economic feasibility of operating the electrolyser with the first
strategy, the Net Present Value (NPV) is calculated as:

NPV =

𝑁∑︁
𝑘=1

CF(𝑎)
(1 + 𝑖)𝑘

(2.1)

where 𝑎 is the year, CF(𝑎) is the cash flow in the year 𝑎, 𝑖 is the discount rate,
and 𝑁 is the lifetime. A discount rate of 2% is considered.

2.2.1 Power input optimisation

In the first strategy, the power input of the electrolyser is dynamically modulated
to follow the electricity price. No ancillary service provision is considered.
The electric power consumption of the electrolyser 𝑃𝑒 is regulated as a linear
function of the electricity price:

𝑃𝑒 = 𝑃0 − 𝐾𝐶𝑒𝑙 (2.2)

where 𝐾 is a constant control factor that determines how strongly the power
consumption reacts to price variations. The hourly electricity price is repre-
sented by the variable 𝐶𝑒𝑙 . 𝑃0 is the baseload power which can be set between
a minimum power 𝑃min of 2.5 MW, to avoid start-up time, and a maximum
power 𝑃Max of 25 MW. An optimisation algorithm maximises the annual Cash
Flow (CF) of the system with an objective function in which electricity expen-
diture and hydrogen sale are considered as the main cost and revenue drivers,
respectively. The objective function of the algorithm is defined as follows:

CF =

𝑇∑︁
𝑡=1

(
𝐻2𝑣𝐻

𝑡
2𝑝

− 𝑃𝑡𝑒𝐶𝑡𝑒𝑙
)
Δ𝑇 (2.3)

where 𝑃𝑒 is specified at each time step 𝑡, (where 𝑡 = 1, 2, ... 8760 h). The amount
of hydrogen produced varies on an hourly basis, as the electricity price also
varies hour-by-hour. The value of hydrogen𝐻2𝑣 is a constant, given in Table 2.1.
In order to take into account the partial load efficiency of the electrolyser, the
produced hydrogen is calculated in function of the relative power 𝑅𝑝 = 𝑃𝑒/𝑃max

by (2.4) with 0 ≤ 𝑅𝑝 ≤ 1. The equation is obtained based on experimental
data provided by Hydrogenics, a manufacturer of hydrogen generation and fuel
cells. Fig. 2.1 illustrate the hydrogen production as function of relative power.

𝐻2𝑝
=

(
−5.9 · 𝑅2

𝑃 + 5.07 · 𝑅𝑃 + 20.17
)
· 𝑃𝑒 (2.4)
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where

𝑅𝑃 =
𝑃𝑒

𝑃max
(2.5)
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Figure 2.1: Hydrogen production as a function of electrolyser
operating power.

Fig. 2.2 shows the annual cash flow of the electrolyser as a function of the
baseload 𝑃0 and the control parameter 𝐾 . The annual cash flow reaches its
maximum at 𝐾 = 0.29 and 𝑃0 = 25 MW (maximum baseload). Operating the
electrolyser at these optimum values generates the maximum revenue for the
system, considering the hydrogen production and the electricity expenditure as
the main parameters in the cost function.

Operating the electrolyser at its maximum capacity with 𝐾 = 0.29 makes
the cash flow mostly positive, giving the possibility to follow the electricity
price with considerable hydrogen production.
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Figure 2.2: Net cash flow as a function of 𝐾 and 𝑃0

2.2.2 Providing primary reserve

Symmetric 100 mHz and 200 mHz FCR product

To provide symmetrical 100 mHz and 200 mHz FCR products, the electrolyser
is never operated at the maximum or minimum capacity on average, to keep
the power reserve available for the positive and negative variation of the grid
frequency. Therefore, the baseload power is set between 15% and 95% of the
maximum capacity (3.75 MW to 23.75 MW). In theses strategies, the power
input responds linearly and proportionally to the frequency variations of the
grid. According to the grid operator regulations in Belgium, a deadband of
10 mHz (50 Hz±10 mHz) is considered, in which the primary control is not
allowed to react, and the electrolyser operates at its baseload power. The
equation used to guarantee such behaviour is:

𝑃𝑒 =

{
𝛼𝑃max −0.01 ≤ Δ 𝑓 ≤ 0.01
𝛼𝑃max + 𝑘Δ 𝑓 Otherwise

(2.6)

where 𝛼 is the baseload power as a percentage of the maximum capacity 𝑃max.
This is the variable that is optimised in the algorithm. The frequency of the grid
is represented by 𝑓 . The parameter Δ 𝑓 is the frequency deviation from 50 Hz
(Δ 𝑓 = 𝑓 - 50 Hz). 𝑘 is the power-frequency characteristic of the electrolyser,
defined as:

𝑘 =
Δ𝑃

Δ 𝑓
(2.7)

The symmetric mHz FCR product covers the frequency deviation Δ 𝑓 up to
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100 mHz. The symmetrical product with respect to the nominal frequency gives
an equal chance for downward and upward requests to stabilise the frequency.
To provide a symmetrical 200 mHz product, the system reacts to a frequency
deviation of 200 mHz from the nominal value. The power input reacts linearly
to the frequency variation with a less steep slope compared to the 100 mHz
product, because of the less restrictive activation range (48.8 to 50.2 Hz). The
equation that expresses the power reserve is as follows:

Δ𝑃 =


𝑃0 − 𝑃min, 𝛼 ≤ 1 − min

2
+ min

𝑃max − 𝑃0, 𝛼 >
1 − min

2
+ min

(2.8)

The annual cash flow is calculated as:

CF =

𝑇∑︁
𝑡=1

(
𝐻2𝑣𝐻

𝑡
2𝑝

+ Δ𝑃𝑡 _ 𝑓 𝑐𝑟 𝛽 − 𝑃𝑡𝑒𝐶𝑒𝑙
)
Δ𝑇 (2.9)

where _ 𝑓 𝑐𝑟 is the value of the FCR product, 𝐻𝑣2 is the value of hydrogen
(2.2 e/kg), 𝑡 = 1, 2, ... 8760 h, and 𝛽 is the availability of the electrolyser, i.e.,
98%. 𝐻2𝑝

is the produced hydrogen which changes linearly with the power
input indicated by 𝑃𝑒 , and can be calculated using 2.4.

Asymmetrical FCR downwards

To provide the asymmetrical product FCR downwards, the system reacts to
frequency deviations above 50.1 Hz. Therefore, if the grid frequency is above
50.1 Hz, the power input of the electrolyser follows the frequency as:

𝑃𝑒 =

{
𝛼𝑃max + 𝑘Δ 𝑓 𝛿 > 0
𝛼𝑃max Otherwise

(2.10)

where Δ 𝑓 = 𝑓 - 50.1 Hz, and k is the power frequency characteristic of the
electrolyser for a frequency deviation of 0.2 Hz. To keep the power reserve
available, the electrolyser cannot be operated at its maximum capacity. There-
fore, the baseload varies between a technical minimum of 10% and 95%. The
power reserve is given by:

Δ𝑃 = 𝑃max − 𝑃0 (2.11)

Asymmetrical FCR upwards

In this strategy, the electrolyser reacts to the grid frequency when the frequency
is below 49.9 Hz. The power input varies as a function of frequency according
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to:

𝑃𝑒 =

{
𝛼𝑃max + 𝑘Δ 𝑓 Δ 𝑓 < 0
𝛼𝑃max Otherwise

(2.12)

where 𝑘 is the power frequency characteristic of the electrolyser for a frequency
deviation of 0.2 Hz, and Δ 𝑓 = 𝑓 - 49.9 Hz. The baseload varies between 15%
and 100%. The power reserve is calculated as:

Δ𝑃 = 𝑃0 − 𝑃min (2.13)

2.2.3 Electrolyser Model

When electrolysers are used as variable loads, both their static and dynamic
performance must be considered. During the exploitation of the electrolyser,
its static behaviour can vary depending on the accumulated operating hours,
which is known as stack degradation. As will be shown, the dynamic behaviour
of the PEM stack will be included in the model.

PEM stack degradation

When current is flowing through a PEM cell, a voltage drop is created. Accord-
ing to [25,26] this voltage drop is composed of several components. In addition,
this voltage is dependent on the stack output pressure and temperature [27].
The mathematical expression for the cell voltage is given as follows:

𝐸cell(Pa, 𝑇) = 𝐸th + 𝐸ac,a + 𝐸ac,c + 𝐸ohm (2.14)

where, 𝐸cell, is the PEM cell voltage, Pa is the output pressure, 𝑇 is the
temperature, 𝐸th is the thermoneutral voltage, 𝐸ac,a is the activation voltage of
the anode, 𝐸ac,c is the activation voltage of the cathode and 𝐸ohm is the ohmic
voltage drop.

In [25–30], the necessary data to fill in (2.14) and the results are presented
in Fig. 2.3 (a). These results are obtained at 25 °C, 30 bar pressure and a current
density between 0 and 2.5A/mm2. The major contributor to the PEM voltage
is the thermoneutral voltage, which gives an offset of 1.483V. In practice, a
typical value used for the current density is 1A/mm2. At this point, the next
more dominant component is the anode activation voltage and finally the ohmic
voltage drop. By using these parameters, the resultant voltage drop is obtained
to be 𝐸cell(Pa, 𝑇) = 1.8𝑉 .

In this article, it is assumed that the lifespan of the PEM stack is 80000
hours (see Table 2.1). In literature, it was found out that the major contributor
for the stack degradation is the increased ohmic resistance of the electrodes and
membrane. A typical degradation rate of the stack is considered to be about
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1mV per cell for 1000 hour operating at full load [31]. Therefore, the total cell
voltage increase is 80 mV, i.e., 1.880 V after 80000 hours of operation. Fig.
2.3 (b) shows the curves of new and degraded cells. In this particular case, the
degraded cell has 82.7 % more ohmic resistance compared to a new cell. If a
constant cell voltage is applied at the cell terminals, then the current density
drops from 1A/mm2 to 0.7A/mm2, which will result in a decreased hydrogen
production. However, these results are obtained at 25 °C (298K). Usually, the
PEM stack temperature is higher than that, as it reaches 80 °C (353K). Fig. 2.3
(b) also shows the curves of new and degraded cells at 80 °C. It can be seen
that the degraded cell voltage decreases at higher temperature, and at 1A/mm2

it is close to a new cell voltage. The voltage of the new cell decreases even
further down to 1.72V at high temperatures for the same current density.

The conducted analysis shows that cell degradation does not have a severe
impact on the PEM stack consumption and power supply performance. Indeed,
with a new stack and high temperatures, the PEM power will be slightly lower
and gradually increasing with the degradation. Nevertheless, the maximum
power at a new stack is known, and it can be used as a contracted power for
ancillary services. With the degradation of the stack, the power will increase,
but the contracted power will be intact, and the electrolyser will continue to
provide FCR as expected. From (2.14), it is evident that the cell voltage is
dependent on pressure and temperature. The additional ’Balance of Plant’
(BoP) components in the system, i.e., chillers, compressors, etc, are assumed
to regulate the pressure and PEM stack temperature such that the total power
can be controlled.

Dynamic model of the PEM stack

The electrochemical model of the PEM electrolyser can be described with Ran-
dles circuits connected in series. The electrolyser impedance can be calculated
from the difference of the standard electrode potential 𝐸0 and the measured
output voltage 𝑒𝑡 , which is given by (2.15):

𝑍𝑒𝑙 =
𝑉𝑒𝑙

𝐼𝑖𝑛
(2.15)

The voltage drop across the electrolyser is the sum of the over-voltages of
the anode, the cathode and the membrane. Therefore, the equivalent impedance
of a PEM is composed of the cathode and anode impedance in series with the
ohmic losses in the membrane 𝑅𝑚 [32]. The total impedance 𝑍𝑒𝑙 of the PEM
cell is then given by:

𝑍𝑒𝑙 = 𝑍𝑎 + 𝑅𝑚 + 𝑍𝑐 (2.16)
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(a) (b)

Figure 2.3: V-I characteristics of a degraded PEM cell (after
80000 operations) at 353 K (80°C) and 298 K (25°C)

As illustrated in Fig. 2.4 (a), the impedances of anode and cathode are
composed of the double-layer capacitance, the resistance of the charge transfer
to the electrode, and the Warburg impedance (𝐶𝑑𝑙 | | [𝑅𝑡 + 𝑍𝑤]) [33, 34].
The electrical model can be simplified to the Randles-Warburg (RW) model, in
which The RW cell represents the PEM impedance 𝑍𝑒𝑙 [34–36]. The equivalent
electrical circuit of the RW can be used to model the impedance response of
electrochemical systems such as a galvanic cell or an electrolytic cell [37].
The electrochemical model of the PEM electrolyser based on the RW cell is
illustrated in Fig. 2.4 (b). The equation of the Warburg impedance 𝑍𝑤𝑏𝑔 in the
Laplace domain is given by:

𝑍𝑤𝑏𝑔 (𝑠) =
𝑅𝑑1

1 + 𝑅𝑑1𝐶𝑑1𝑠
+ 𝑅𝑑2

1 + 𝑅𝑑2𝐶𝑑2𝑠
(2.17)

The parameters values of the RW model are estimated based on the physical
characteristics of the system. The parameters in [38] are upscaled with different
factors to give the desired impedance behaviour of the 25 MW PEM electrolyser.
The values of these parameters are given in Table 2.3.

Up to this point the dynamic behaviour was presented under the assumption
of a new stack. Nevertheless, with the degraded stack, the ohmic resistance
increases, while the capacitance remains the same. This will increase the time
constant of the PEM stack. However, the change will not be greater than the
time constant of the BoP equipment. Therefore, even if the stack is degraded,
the whole system will be able to provide a fast response which is suitable for
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Figure 2.4: (a) Electrical model of PEM stack (b) PEM stack
electrochemical model with Randles-Warburg cell

ancillary services provision.
The dynamic performance of the model based on the approximated pa-

rameters is monitored by applying an ideal current source, which is shown in
Fig. 2.5. The PEM model reacts to the current changes, and the power signal
settles down within one second at maximum, while the PEM voltage reaches
0.9 kV at the rated power.

Table 2.3: Randles-Warburg model parameters

𝑅𝑐𝑡 (Ω) 𝐶𝑑𝑙(F) 𝑅𝑑1 (Ω) 𝐶𝑑1 (F) 𝑅𝑚 (Ω) 𝑅𝑑2 (Ω) 𝐶𝑑2 (F)

0.331 0.545 0.013 1080 0.381 0.121 14400

2.3 Optimisation and simulation results

2.3.1 Power input optimisation

Fig. 2.6 shows the electrolyser performance running with an power input op-
timisation strategy. As illustrated, the electrolyser power consumption follows
the electricity price variations. Therefore, in the coldest months of the year
(Oct., Nov., Dec., Jan., Feb.), when electricity prices are high, the power input
is accordingly reduced to its minimum, and less hydrogen is produced. In
contrast, in warmer months of the year, the input power and consequently the
hydrogen production rise due to the low electricity price.

Fig. 2.7 and Fig. 2.8 give a detailed overview of the power consumption,
electricity price, and produced hydrogen in the whole month of January and
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Figure 2.5: The dynamic response of the PEM stack to the ideal
current source
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Figure 2.6: Electrolyser power consumption in one year

the first day of the year, respectively. As it can be seen, the electrolyser
power consumption is scheduled based on the electricity price. This dynamical
operation of the electrolyser maximises the cash flow as the cost function is
minimised. As a result, despite the positive net cash flow, the calculated NPV
is negative. The economic parameters and generated incomes from selling
hydrogen are given in Table 2.4.

The results show that the electrolyser is only operated at its maximum
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Figure 2.7: Electrolyser power input in first day of the year
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Figure 2.8: Electrolyser power consumption in January

capacity on moments with a very low electricity price, particularly when the
price becomes negative. As shown in Fig. 2.9, the electrolyser runs up to
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25 MW on the 30th of July due to the negative electricity price.

0

10

20

30

40

50

H
2
[k
g/
h
]

E
le
c.

co
n
su
m
p
ti
on

[M
W

]

E
le
c.

p
ri
ce

20
17

[e
/M

W
h
]

29 30 31

29 30 31

300

350

400

450

500

−50

−40

−30

−20

−10

0

10

20

30

40

50

Figure 2.9: Electrolyser power consumption in July

2.3.2 Providing primary reserve

Fig. 2.11 shows the power-frequency chart of symmetric 100 mHz product.
The power input follows the frequency variation with the optimum baseload
of 13.75 MW with a reserve of 11.25 MW. However, the primary reserve does
not react within the first 10 mHz deviations from 50 Hz. As illustrated in
Fig. 2.10, offering the 100 mHz product as the primary reserve and operating
the electrolyser with a baseload of 55% of its capacity, maximises the annual
cash flow with a yearly income of 3.18 Me by providing ancillary services.
The profitability of the investment is estimated, considering a lifespan of 20
years. The power-frequency chart of symmetric 200 mHz product is shown in
Fig. 2.11. The maximum annual cash flow is achieved for the electrolyser oper-
ating at 55% baseload and providing 11.25 MW power reserve (Fig. 2.10). As
a result, running the electrolyser at its optimum baseload generates an income
of 1.44 Me from providing primary reserve and 5.39 Me from the hydrogen
production. The response of the electrolyser in function of time, delivering the
symmetrical 100 mHz and the 200 mHz products, is represented in Fig. 2.12.
The power input variation of the electrolyser providing the 100 mHz product
is twice as high compared to the 200 mHz product. This is because of the fact
that the system reacts to the frequency deviation within a different frequency
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range but with the same available power reserve.
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Figure 2.10: Economics for the FCR products varying the
baseload

The power-frequency of the electrolyser operating at its optimum point
providing the asymmetric downward product is presented in Fig. 2.11. The
maximum net cash flow is obtained by running the electrolyser at the minimum
technical capacity as baseload and providing 22.25 MW of power reserve. The
optimal economic solution yields an income of 770 ke/y from offering primary
reserve and 970 ke/y from the hydrogen sale.
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Fig. 2.11 illustrates the power-frequency chart of the electrolyser offering
the asymmetric upward product. The income of 510 ke/y from offering pri-
mary reserve and 6.8 Me/y from the hydrogen sale are not enough to cover
the electricity cost. Therefore, the NPV becomes negative (-20.6 Me/MW/h).
The dynamic response of the electrolyser delivering FCR down and FCR up
are shown in Fig. 2.12. The power input is adjusted either with increasing
of frequency (FCR down) or with the frequency drop (FCR up). As shown,
the electrolyser mostly operates at a very low capacity which gives rise to
the poor economic viability. The optimised economic parameters and gener-
ated incomes from selling hydrogen and providing ancillary services for each
ancillary product are listed in table 2.4.
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Figure 2.11: Power-Frequency chart in the optimal technical con-
dition for FCR products

A sensitivity analysis is performed to determine the impact of market price
variations on baseload and profit, considering the changes in electricity, FCR
and hydrogen prices. The sensitivity analysis is conducted for electricity and
FCR prices for 2017 and 2021. Fig. 2.13 illustrates the sensitivity analysis
based on the market price in 2017. Fig. 2.13(a) depicts the sensitivity of the
cash flow and baseload to electricity price, considering a fixed FCR price of 33
e/MW/h. Fig. 2.13(b) shows the sensitivity analysis for a range of FCR prices
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Figure 2.12: Comparison of the dynamic power consumption for
FCR products

Table 2.4: Economic parameters for different ancillary services
and operating strategies based on the optimal operating point

Power input
optimisation

100 mHz
FCR

200 mHz
FCR

FCR
downwards

FCR
upwards

NPV [Me] -18.55 21.23 -6.78 -27.76 -20.6
IRR [%] -6 9 -0.7 -13 -7

FCR income [Me] - 3.18 1.44 0.77 0.51
H2 income [Me] 5 5.3 5.39 0.97 6.88

with a fixed electricity price of 44.6e/MWh. Fig. 2.13(c) illustrates the optimal
baseload sensitivity to the hydrogen price variation. The calculations are based
on an average selling price of hydrogen of 2 to 3 e/kg (onsite production and
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pipeline delivery). The results show that, at a hydrogen price of 2.2 e/kg, it
is worthwhile to offer the maximum reserve capacity to the power grid for a
wide range of electricity and FCR prices. This is mainly due to the low selling
price of hydrogen and the high yield generated from ancillary services, which
maximises the cash flow. However, for the hydrogen price higher than 3.5
e/kg, the cash flow is maximised by lowering the power reserve and producing
a higher amount of hydrogen. As illustrated in Fig. 2.13(c), despite the high
ancillary service price, it is more profitable to run at full load for hydrogen
prices above 6 e/kg.

Fig. 2.14 shows the impact of market prices in 2021 on baseload and cash
flow. The sensitivity analysis is performed, assuming an FCR price of 19.6
e/MW/h and an electricity price of 62.2e/MWh. As illustrated in Fig. 2.14 (a)
and (b), the maximum power reserve provision is a valid option for the limited
range of electricity and FCR prices. This is due to a decline in the ancillary
service value and relatively higher electricity prices in 2021. Fig. 2.14 (c)
shows the impact of hydrogen price on the baseload. As can be seen, providing
maximum power reserve maximises the profit within the hydrogen price range
of 2.5-3.5 e/Kg. With the price of hydrogen growing, it is more efficient to
reduce reserves while increasing production.
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Figure 2.13: Sensitivity of profit to (a) electricity price, (b) FCR
price and (c) hydrogen price
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Figure 2.14: Sensitivity of profit to (a) electricity price, (b) FCR
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2.3.3 Electrolyser dynamic simulation

To test the dynamic performance of the PEM electrolyser in providing ancillary
services, a cascaded control system is designed to regulate power consump-
tion. The power reference signal reacts linearly and proportionally to the grid
frequency deviation according to (2.6). In this control scheme, the Propor-
tional Integral (PI) controller (slow outer controller) reacts to the frequency
deviation and provides the reference signal to the current controller (fast inner
controller). Therefore, the cascade controller adjusts the power consumption
of the electrolyser by regulating the PEM stack current. Fig. 2.15 illustrates the
control diagram. The proportional and integral gains of the control system are
given in Table 2.5. The output signal of the ramping block is passed to the BoP
equipment as well as the cascaded loops of the electrolyser control. Since the
BoP reacts within 3s [19], a time delay block is included in the forward path to
match the responses of BoP and electrolyser stack.

Table 2.5: The proportional and integral gains of the cascaded
controller

Controller Proportional gain (P) Integral gain (I)

Power (outer loop) 20 10
Current (inner loop) 10 10

1
0.8s+1 PI PI Electrolyser

BoP

saturation saturationlook-up table

Grid frequency Pref + eP iref + ei i H2

-
i

-

P

—————————————————————————————————
————————————————–

1

Figure 2.15: Control diagram of PEM electrolyser

Fig. 2.16 shows the flexible operation of the electrolyser providing 100 mHz
FCR. The performance of the electrolyser is monitored for ten minutes on the
first day of January 2017. The grid frequency varies every ten seconds, and
the electrolysers power consumption is regulated based on the grid frequency.
The 25 MW electrolyser is operated at its optimum operating point obtained in
section 2.3.2. Therefore, the electrolyser operates at 55% of its full capacity
while providing 11.25 MW of the primary reserve. The power offtake is reg-
ulated with a cascade controller by regulating the current input. As illustrated
in Fig. 2.16, the dynamics of the PEM electrolyser are considerably fast during
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the operation, and it can react to the grid frequency deviations within five sec-
onds. Therefore, the PEM electrolysis can be operated at different power values
with a high degree of flexibility. Also, the hydrogen production obtained from
(2.4) and the current input variation of the electrolyser running with the grid
balancing strategy is represented in Fig. 2.16.

Figure 2.16: Dynamics of PEM Electrolyser providing FCR
100 mHz

Fig. 2.17 demonstrates the dynamics of the 25 MW PEM electrolyser
reacting to the maximal frequency deviation that occurred in the year 2017.
The maximum frequency deviation is obtained for the reaction zone of FCR
100 mHz (49.9 to 50.1 Hz). In this frequency event, the frequency increased
from 49.978 to 50.1 Hz. The controllability of the electrolyser is tested in this
region to regulate power consumption for the desired response time within a
maximum of 30 seconds. As shown in Fig. 2.17, the electrolyser responds to
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the 0.125 Hz frequency variation with an abrupt load change of 13.725 MW
(11.275 MW to 25 MW and back) in less than five seconds. This shows that the
PEM stack has sufficiently fast dynamic behaviour to react to realistic frequency
changes and provide services to the power grid.

Figure 2.17: Step response of PEM electrolyser to the maximum
frequency variation of year 2017 occurred in Belgium

2.4 Conclusion

The main goal of this study is to investigate an optimal strategy for operating
a large-scale electrolyser in Belgium to maximise economic efficiency by pro-
viding FCR. Therefore, we have assessed the techno-economic performance
of two operational strategies for power-to-hydrogen technology. In the first
strategy, the electricity consumption of the electrolyser was modulated accord-
ing to the electricity price. Later, the electrolyser was operated to participate
in the ancillary market, by adjusting the power offtake according to the grid
frequency. Four possible ancillary service products have been investigated, and
technical validation is performed for the optimal operating strategy.

The results demonstrate that operating the electrolyser to follow the electric-
ity price would not be economically viable. This is due to the high investment
cost and low hydrogen selling price. It was found that offering the symmet-
ric primary reserve (FCR 100 mHz) is a valid option to generate additional
revenue from ancillary services. The optimal economic strategy is to run the
electrolyser at a baseload of 55% while providing the remaining capacity as a
power reserve. Moreover, the Randles-Warburg electrochemical model is used
to represent the dynamic behaviour of the PEM stack of the electrolyser. The
electrolyser response to the maximum frequency variation has been tested to
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verify the controllability of the power offtake. Simulation results show that
the fast dynamics of the PEM electrolyser provide a high degree of flexibility,
which provides the opportunity to participate in the ancillary market.
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Chapter 3

Demand response operation of
CCU based processes

Novel CO2-based technologies are emerging to respond to the global challenge
of decreasing greenhouse gas emissions. These processes, referred to as Carbon
Capture and Utilisation (CCU), allow the direct conversion of carbon dioxide
into more valuable chemical products such as formic acid, methanol, and
methane. Despite the remarkable advantages of CCU based technologies, a
few challenges need to be addressed to take these forward on an industrial scale.
These processes require a high amount of energy for production, leading to low
economic performance. In this context, energy-intensive CO2-based processes
can offer flexibility to the electrical grid and generate extra revenue through
participating in the ancillary market and thus improving economic viability.
Therefore, a new operating strategy is required for the flexible operation of
these processes to facilitate the integration of these processes into the power
grid.

This chapter studies an energy-intensive industrial load with a high poten-
tial to offer grid balancing services, i.e., a carbon capture utilization-based
chemical plant synthesizing formic acid. The designed control architecture
uses the infrastructure and storage capabilities to address the challenges of
applying fast ramp rates and conditions of time-critical grid services. This
is not straightforward due to strict technical constraints and the nonlinear
dynamics of chemical systems. The adaptive operating approach increases the
process’s flexibility and facilitates a fast demand response operation. A flexible
operating strategy is suggested for the cooperative operation of a Polymer
Electrolyte Membrane (PEM) electrolyser and multi-stage compression system
in a chemical process to provide Frequency Containment Reserve (FCR).
This strategy aims to realise the desired power regulation dynamics on the
grid side while maintaining the reactor’s optimal operating conditions, i.e.,
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temperature, pressure and flow rate ratio. Furthermore, a techno-economic
analysis is performed to obtain optimal operating points and baseloads
to achieve the most favourable contribution in the ancillary market. The
proposed approach is validated by dynamic simulations taking into account
the impact of flexible operation and FCR provision on a.o. the reactor efficiency.

The contents of this chapter have been accepted for publication in the Interna-
tional Journal of Electrical Power & Energy Systems [1].
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Flexible operation strategy for formic acid
synthesis providing frequency containment
reserve in smart grids
Arash E. Samani, Jeroen D. M. De Kooning, Cesar A. Urbina Blanco,
Dimitar Bozalakov, Lieven Vandevelde

Published in "International Journal of Electrical Power & Energy Systems", 2022

AbstractThe demand-side contribution to grid frequency regulation is becom-
ing increasingly important due to the growing penetration of renewable energy
in the power system. Among energy-intensive industrial loads, chemical plants
have a high potential to offer grid balancing services due to their existing
control infrastructure and storage capabilities. However, applying fast ramp
rates and providing time-critical grid services is not straightforward due to
strict constraints and the nonlinear dynamics of chemical systems. Therefore,
adaptive operating approaches are required to increase the process’s flexibility
and facilitate the fast demand response operation. This work proposes a flex-
ible operating strategy for the cooperative operation of a Polymer Electrolyte
Membrane (PEM) electrolyser and multi-stage compression systems in a chem-
ical process to provide Frequency Containment Reserve (FCR). This strategy
aims to realise the desired power regulation dynamics on the grid side while
maintaining the reactor’s optimal operating conditions, i.e., temperature, pres-
sure and flow rate ratio. A techno-economic analysis is performed to obtain
optimal operating points. The techno-economic analysis shows that operating
the process at a baseload of 73% while offering the remaining capacity as a
power reserve can create additional revenue and improve the economic profit
by around 10%. The proposed approach is validated by dynamic simulations of
a Carbon Capture and Utilisation (CCU) process for formic acid production.
The results show that the proposed strategy can enhance the process’s oper-
ational flexibility and enable FCR provision with a limited impact on reactor
efficiency (<1%).

3.1 Introduction

The transition towards a low carbon future has led to a higher integration of
renewable energy sources into the power system. According to the European
Green Deal, in line with the Paris Agreement, the EU aims to increase the share
of renewable energy by at least 32% and reduce greenhouse gas emissions by
at least 40% (compared to 1990 levels) by 2030 [2]. Although the increased
share of renewable energy sources in the energy system mitigates the CO2
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emissions, it introduces new challenges to the power system management due
to the intermittent, non-dispatchable nature of renewable energy [3, 4]. The
higher dependency on renewables reduces the system reliability, i.e., stability
and security, and increases the load on fossil-based power plants to balance the
supply-demand mismatches [5]. Therefore, a new dynamic equilibrium with a
higher degree of flexibility is required to ensure the power grid robustness and
accommodate higher levels of renewable power generation.

The electrical demand side can provide flexibility by adjusting the load
pattern based on grid requirements. Energy-intensive industrial processes with
high specific electricity costs, i.e., electricity costs per gross value added [6], are
the prime candidates for demand-side integration. The industrial sector flexibil-
ity has been primarily studied for the price-based demand response programs,
in which the plant operation is scheduled based on the electricity price varia-
tion. The price-based demand response has been applied in different industrial
applications such as steel furnaces [7], chlorine production [8], ethylene oxide
production [9], air separation units [10,11], cement plants [12], pulp mills [13],
and glass furnaces [14]. Although the price-based demand response indirectly
helps the Transmission System Operator (TSO) to maintain the balance be-
tween supply and demand, there is an increasing need for fast demand response
programs such as frequency regulation. Therefore, a continuous response of the
industrial loads is needed on a time scale of tens of seconds to tens of minutes to
actively support the power system. In Europe, the TSOs offer a full spectrum of
frequency ancillary services, including inertial response, Frequency Contain-
ment Reserve (FCR), automated Frequency Restoration Reserve (aFRR), and
manual Frequency Restoration Reserve (mFRR). These services can be pro-
vided by a major electricity consumer, supplier, or trader known as Balancing
Service Providers (BSPs) or Flexibility Service Providers (FSPs).

In [15], it is shown that aluminium smelters, Liquefied Natural Gas (LNG)
plants, cement processing plants, and greenhouses could be successfully inte-
grated into the power system by providing aFRR. In [6,16], the technical poten-
tial of energy-intensive industries is studied for mFRR provision in Germany. It
is shown that electric arc furnaces, chlor-alkali electrolysis, aluminium electrol-
ysis, and cross-sectional technologies such as mills, pumps and compressors
can provide an adequate flexibility margin for demand response. In [17], a
decentralised control algorithm is developed and tested to regulate the power
input of bitumen tanks based on grid frequency variations. A dynamic load
control system is implemented for the even distribution of on/off switch actions
amongst all tanks. Therefore, the flexible operation of the bitumen tanks is
achieved with a limited impact on the temperature of the tanks. In [18], a
strategy for providing ancillary services is suggested by switching on/off units
with the capability of discrete power changes, e.g., cement crushers or pa-
per mills. It is shown that continuous power regulation can be achieved by
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combining on/off switching of cement crushers with an on-site energy stor-
age system. Also, Model Predictive Control (MPC) and optimal scheduling
are implemented to follow the command load and minimise the switching ac-
tions without disturbing the cement kiln. Though the industry’s potential for
frequency regulation is investigated in literature, the FCR provision has not
been taken forward in most industrial loads due to the time-critical require-
ment of this service and the operational complexities, i.e., process constraints,
ramp rate, safety and efficiency losses. Therefore, further research needs to be
carried out to enable the industrial loads to offer FCR.

In the chemical industry, demand response can be provided by exploiting
energy systems with a fast dynamic response, i.e., compressors, pumps, fans,
electric heaters. In this context, electrolysis processes have been identified
early on as potential balancing service providers due to their large electricity
consumption and fast dynamics [6, 16]. The flexible operation of a membrane
electrolyser in chlor-alkali processes has been investigated in literature [19,20]
for FCR provision. Several chlor-alkali and aluminium smelter plants have
already been integrated into the grid through providing fast demand response
[21]. In recent years, Polymer Electrolyte Membrane (PEM) electrolysis have
received extensive attention to providing ancillary services for the power grid
due to their high electricity consumption, flexibility and reactivity [22–24].
Moreover, PEM electrolyser is an enabling technology for CO2 hydrogenation
and can play a key role for direct conversion of CO2 value-added chemicals.

In the transition towards a circular economy, novel chemical processes are
being developed for the direct conversion of CO2 to value-added chemicals,
such as formic acid, methanol, and methane. Among these processes, formic
acid is one of the most promising routes for CO2 utilisation with widespread
applications [25]. Formic acid is a basic chemical that finds use in a variety of
applications such as leather and rubber production, textiles, pharmaceuticals,
preservatives and antibacterial agents in livestock feed. It can also be used
as a building block for the bio-catalytic production of value-added chemicals
such as Single-Cell Protein (SCP) to support livestock production. Moreover,
formic acid can be used as a hydrogen carrier (53 g H2/L) [26, 27] and as
fuel for fuel cells, and it is much less expensive to store than hydrogen. The
global production of formic acid has increased from 390 kton/year in 1995
to 762 kton/year in 2019 with a firm growth rate of over 3.8% from 2014
to 2019, mainly produced by hydrolysis of methyl formate [28, 29]. The
total trade value of formic acid in 2019 was 290 million US$ [30]. The
formic acid market is expected to grow in the near future due to health and
environmental concerns, e.g., the ban on using antibiotics in animal feed and
silage preservation, and emerging applications, e.g., formic acid fuel cells
and hydrogen-based storage systems [29, 31]. According to [25], the direct
synthesis of formic acid from CO2 has a Technology Readiness Level (TRL)
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of 3-5. However, several processes have been patented, and some of them were
tested on a pilot scale by BASF and Reactwel for the continuous hydrogenation
of CO2 to pure formic acid [28].

These processes, which are referred to as Carbon dioxide Capture and
Utilisation (CCU), can utilise the PEM electrolyser flexibility and provide
ancillary services for the grid. In this context, the approaches that facilitate
the integration of CCU based processes into the power system can tackle
two problems at the same time. Firstly, utilising the CCU based processes
will reduce carbon dioxide emissions. Secondly, the chemical process as an
ancillary service provider can support the power grid, which leads to the further
integration of renewable energy sources into the power system. Given these
advantages, the chemical industry can play a key role in accelerating a low
carbon future transition.

Active participation of large electricity consumers in the FCR market is
crucial to maintain the power balance in the future grid with a high integration
of renewable energy sources. Although several energy-intensive industries
already have the potential capacity to provide frequency regulation services,
the following challenges should be addressed to ensure the secure and cost-
efficient provision of fast-paced ancillary services:

• Chemical processes have difficulty operating flexibly as BSPs or FSPs
since they are planned to run continuously at their nominal capacities
with predetermined setpoints.

• Applying fast ramp rates, i.e., the rate of change in power demand,
is not straightforward due to their nonlinear dynamics and operational
constraints, e.g., safety, product quality and wear.

• The lack of an adaptive control architecture for the flexible operation in
chemical processes makes it challenging to satisfy grid services require-
ments while maintaining process efficiency.

• The economic profit of chemical plants is questioned under flexible
operation dealing with grid and market uncertainties.

Motivated by the above, this article investigates the feasibility of provid-
ing grid balancing with FCR while capturing CO2 with a thermo-catalytic
formic acid synthesis process. An operating strategy is proposed for flexible
operation of the process by dynamically regulating process components. For
the methodology followed in this research, firstly, the dynamic model of the
process elements is developed. The compression stages are modelled in As-
pen HYSYS, and simulation results are used to make an integrated model in
Matlab/Simulink, including the PEM electrolyser, compressors and the reactor.
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Then, a control algorithm is designed to operate the electrolyser and compres-
sors flexibly to provide ancillary services while maintaining the desired reactor
pressure and temperature, resulting in an optimal efficiency and supporting the
downstream processes. Finally, an industry scale formic acid process is used
to validate the methodology under these dynamic conditions.

The key contribution is the proposed operating strategy to increase the pro-
cess’s operational flexibility and facilitate the integration of chemical processes
into the electrical grid, addressing the main challenges of chemical plants for
FCR provision. The main deltas of this research with respect to the state of the
art are:

• FCR is provided while ensuring the continuous operation of the process
without using additional equipment (e.g. additional storage devices).

• Applying fast ramp rates are enabled by exploiting elements with fast
dynamics and implementing a control algorithm based on the coopera-
tive operation of its components, i.e., PEM electrolyser and multi-stage
compression units.

• Critical values of the process, i.e., pressure and temperature limits and
reaction efficiency, are respected by maintaining the optimal operating
condition at the reactor.

• The optimal contribution of the process in the European ancillary mar-
ket is obtained, which generates additional revenue and improves the
economic profit.

The methodology applied in this research is also applicable to different CCU
based processes for direct conversion of CO2 to chemical synthesis such as
methane or methanol where CO2 and hydrogen are used as raw materials,
and the reaction takes place under high pressure. Therefore, the proposed
techno-economic model and control architecture offers useful and incentive
information for chemical industries to provide grid balancing services and
improve the economic viability of CCU based processes.

The remainder of the article is structured as follows: The dynamic model of
the CCU based process for formic acid production is described in section 3.2.
The proposed control algorithm for providing FCR is presented in section 3.3.
The techno-economic performance is assessed in section 3.4. The effectiveness
of the control performance is examined in section 3.5. Finally, the outcomes
of the proposed approach are summarised in section 3.6.
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3.2 Process model for formic acid synthesis

A dynamic model is developed for a CCU based process for formic acid produc-
tion via thermo-catalysis through heterogenisation of ruthenium catalysts, as
described in [32]. The model objectives are to simulate the process dynamics
under flexible operation and to control the operating condition at the reaction
stage. Fig. 3.1 shows the process flow diagram for conversion of CO2 and H2
to formic acid based on the process developed in [32]. The process consists of
five stages: (I) the compression stage, (II) the reaction stage, (III) the formic
acid enrichment stage, (IV) the amine exchange stage and (V) the formic acid
formation and purification. The process is upscaled to produce 1100 kg/h
(10 kt/yr) formic acid using 2464 kg/h of CO2 and 112 kg/h of H2. In the
first stage, CO2 and H2 are compressed to reach the required pressure level for
the reaction. In the second stage, CO2 is hydrogenated in the presence of a
base, triethylamine (Et3N). The function of the base during the hydrogenation
is to drive the severely thermodynamically limited equilibrium of CO2 hydro-
genation to formic acid (ΔG1 = 22 kJ.mol−1) (3.1) via the formation of a stable
adduct with formic acid (ΔG2 = −19 kJ.mol−1), Et3NH+:HCOO− [33, 34]:

CO2(g) + H2(g) −→ HCOOH(aq) (3.1)

CO2(g) + H2(g) + Et3N(aq) −⇀↽− Et3NH+:HCOO– (aq) (3.2)

In the next stage, water and excess triethylamine are removed from the
liquid stream from the catalytic reactor to afford the Et3NH+:HCOO− adduct at
an Acid to Amine Ratio (AAR) of 2.3 to allow the amine exchange in the next
stage. Direct separation of the Et3NH+:HCOO− adduct into formic acid and
triethylamine is not possible. However, the n-butyl imidazole (nBIM) adduct,
nBIMH+:HCOO−, readily decomposes by heat into formic acid and nBIM [35].
Thus, the concentrated Et3NH+:HCOO− is combined with n-butyl imidazole
(nBIM) to form nBIMH+ : HCOO−. Then, it is fed into a separation column
from which pure formic acid can be obtained as the overhead product according
to reactions (3.3) and (3.4):

Et3NH+:HCOO– (l) + nBIM(l) −⇀↽− nBIMH+:HCOO– (l) + Et3N(l) (3.3)

nBIMH+:HCOO– (l) −→ HCOOH(l) + nBIM(l) (3.4)

This article focuses on the flexible operation of the process components with
fast dynamics, i.e., the PEM electrolyser and compressors, and the impact of this
flexible operation on the reaction stage. Though the separation and purification
stages are important to produce formic acid, their dynamic behaviour is not
included in the simulations. These stages do not interrupt the dynamic response
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of the electrolyser and compressors, and their slow dynamics dampen the fast
variations. However, the parameters such as AAR, reactor productivity, and
CO2 conversion are included in the reactor model. Therefore, the reactor
output data under the flexible operation can be used to assess the influence
on the subsequent process stages. Therefore, the main focus remains on the
first three stages of the process, and performance analysis of separation and
purification stages are out of scope for this study.

The process is comprised of two main input streams, i.e., CO2 and H2,
which are pressurised before feeding into the reactor. The purity of the CO2
source depends on the availability of the captured CO2, and it may come from
different sources, i.e., atmosphere, power plant combustion exhaust gasses or
waste streams of other processes. This model assumes that the captured CO2 is
available at atmospheric pressure and ambient temperature. Therefore, a com-
pression stage is modelled to increase the pressure up to the optimal operating
pressure for CO2 hydrogenation. On condition that CO2 is compressed in the
upstream process, and it is available at the desired pressure, the compression
stage in the preceding process is considered for flexible operation. The com-
pression stage with intermediate cooling stages is modelled in Aspen HYSYS.
The CO2 stream is cooled down to 25 °C through intermediate cooling stages
to maintain a semi-isothermal compression of compressors, resulting in a high
compression efficiency. Based on the simulation results, a five-stage compres-
sion system is required to reach the pressure of 120 bar at the reactor. A pressure
drop of 0.1 bar is assumed at each intermediate cooling stage. After the com-
pression stage, the CO2 stream is heated to reach 120 °C at the reactor inlet. A
5.79 MW PEM electrolyser generates the required H2 of the process. The H2
stream is compressed through a five-stage compression system up to 120 bar
with intermediate cooling stages. The compressors of both stages are assumed
to operate at an isentropic efficiency of 80%, which leads to the nominal power
of 288 kW and 252 kW for H2 and CO2 compression, respectively.

All process components are separately modelled and integrated into one
complete process model in Matlab/Simulink. Fig. 3.2 illustrates the configura-
tion and connections of electrolyser, Permanent Magnet Synchronous Machine
(PMSM) and compressors. The electrochemical model of the PEM stack is
developed to represent the impedance behaviour of the PEM electrolyser. The
compression stages are first modelled in Aspen HYSYS to identify the specifi-
cations, e.g., number of stages and power consumption. Then, each compressor
model is built in Simulink and coupled with a PMSM-model to allow variable
speed operation. Next, the PEM stack model is connected to the compression
stage, taking the hydrogen mass flow rate, pressure and temperature as input
signals.
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Figure 3.2: Subsystems configuration and connections: electrol-
yser, compressor and electrical motor.

3.2.1 PEM Electrolyser

The PEM electrolyser is one of the most energy-intensive components in the
process of formic acid synthesis. Also, it has adequate flexibility and agility to
regulate its power. The response time from pressurised standby to a full-load
operating condition is less than three seconds, and it is below one second for
a hot-start. These properties make the PEM electrolyser a prime candidate
for engaging in fast-paced ancillary services, e.g., FCR. According to [24, 36,
37] electrolysers can effectively respond to the grid frequency variations, as
they are able to respond faster to frequency deviations than gas-turbine and
steam-turbine driven synchronous generators. Different applications of PEM
electrolysers operating as BSPs or FSPs are investigated in [22, 23]. In [24], it
is found that the PEM stack mainly dictates reactivity, and to a lesser degree,
Balance-Of-Plant (BOP). Therefore, the PEM stack is modelled to represent
the electrolyser dynamics in the formic acid process.

As shown in Fig. 3.3(a), the electrochemical model of the PEM stack can
be described by Randles equivalent circuits connected in series. In the Randles
model, electric components represent the dynamic behaviour of different layers
in the PEM stack. The voltage drop across the PEM stack 𝑉el can be calculated
as the difference between the standard electrode potential 𝐸0 and the voltage
losses including the anode activation voltage 𝑉a, cathode activation voltage 𝑉c
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and the ohmic voltage drop of the membrane 𝑉m [38, 39]:

𝑉el = 𝐸0 −𝑉a −𝑉c −𝑉m (3.5)

The equivalent impedance of a PEM stack can be calculated by measuring
the current through the PEM stack 𝐼in and the voltage across the PEM stack𝑉el,
which is the sum of the cathode impedance 𝑍c, anode impedance 𝑍a and the
membrane ohmic losses 𝑅m:

𝑍el =
𝑉el
𝐼in

= 𝑍a + 𝑅m + 𝑍c (3.6)

As shown in Fig. 3.3(a), the impedance of each electrode is reflected by the
double-layer capacitance𝐶dl, the charge transfer resistance 𝑅t, and the Warburg
impedance of the electrode 𝑍w, (𝐶dl | | [𝑅t + 𝑍w]). The electrical model can
be simplified to the Randles-Warburg (RW) model by neglecting the small
cathode activation voltage and representing the double layer capacity with a
pure, single-frequency theoretical capacity [39, 40]. Fig. 3.3(b) illustrates the
PEM stack electrochemical model using the RW cell. The RW equivalent circuit
can be used to model the impedance response of electrochemical systems such
as a galvanic cell or an electrolytic cell [41]. The RW values identified in [42]
are upscaled to achieve the desired impedance behaviour of the 5.79 MW PEM
electrolyser. Table 3.1 gives the values of these parameters.

(a) (b)

Figure 3.3: (a) Electrical model of the PEM stack (b) PEM stack
electrochemical model with Randles-Warburg cell.

Fig. 3.4 shows the dynamic behaviour of the PEM stack model with an
ideal current source by means of step responses. The PEM model reacts to
the current changes, and the power signal settles down within one second at
maximum, while the PEM voltage reaches 900 V at the rated power. The
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Table 3.1: Randles-Warburg model parameters.

𝑅ct (mW) 𝐶dl (F) 𝑅d1 (mW) 𝐶d1 (F) 𝑅m (mW) 𝑅d2 (mW) 𝐶d2 (F)

31.8 0.09 1.3 1.96 27.2 12.1 26.18

produced hydrogen 𝐻p
2 (kg/h) in function of the operating power 𝑃e (MW) is

calculated by (3.7), considering the partial load efficiency of the electrolyser
[ = 𝑃e/𝑃nom [22, 23].

𝐻
p
2 =

(
−5.9 · [2 + 5.07 · [ + 20.17

)
· 𝑃e (3.7)

Figure 3.4: The dynamic response of the PEM stack to the ideal
current source.

3.2.2 Compression system

Two compression stages are modelled for the process of formic acid synthesis to
reach the desired pressure level at the reaction stage. The process feed streams,
i.e., H2 and CO2, are pressurised up to 120 bar through multi-stage compression
systems. The compression stages consist of five centrifugal compressors with
intermediate coolers. The multiple-stage compressor trains are first modelled
in Aspen HYSYS. The simulation results are used to build up an integrated
model including the electrical motors in Simulink.

Under the flexible operating strategy, the process operating condition
changes according to the grid frequency variation. Accordingly, the compres-
sors’ operating point needs to be adaptively controlled to adjust their operating
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point based on process requirements. A variable speed motor control can be
used to regulate the operating point of the compressors in an energy-efficient
manner. Therefore, each compressor is coupled with a PMSM model to
enable the compressors to be operated at different rotational speeds. The
dynamic model of the PMSMs is developed in the rotating 𝑑−𝑞 synchronous
reference frame, taking into account the armature reaction effect, copper
losses and iron losses [43]. The compressor model includes the compressor’s
mechanical dynamics by means of a first order equation of motion including
rotational inertia and the compressor and motor torques. The variable-speed
control is performed by regulating the motor torque by using field-oriented
control [44]. The proposed approach is simulated on each PMSM coupled with
a compressor model using an approximation of the compressor performance
map.

Fig. 3.5 shows the compressor data, including the polynomial approxima-
tions for four rotational speeds, i.e., 57%, 67%, 95% and 100% of the nominal
speed (solid black lines). In order to simulate the performance of the com-
pression systems, the performance map of the compressors is generated based
on the centrifugal compressor data available in Aspen HYSYS. A third-order
polynomial approximation of the speed curves is calculated based on the avail-
able operating points at each compressor speed. The polynomial of each speed
curve can be approximated as:

Ψ𝑐 (𝑚r, 𝜔) = 𝑐3(𝜔) 𝑚3
r + 𝑐2(𝜔) 𝑚2

r + 𝑐1(𝜔) 𝑚r + 𝑐0(𝜔) (3.8)

where Ψ𝑐 is the pressure ratio, 𝜔 is the compressor speed, and𝑚r is the relative
flow rate which is the ratio of the operating flow rate 𝑚op and the nominal flow
rate𝑚nom (𝑚r = 𝑚op/𝑚nom). In order to simulate the system response accurately,
a continuous map of the compressors is required. As the variation of the poly-
nomial coefficients with the rotational speed is approximately linear, the speed
curves are interpolated linearly. The third-order polynomial approximations
of the speed curves are illustrated with dotted lines in Fig. 3.5. Moreover,
the speed curves are approximated in the efficiency map, and the curves are
interpolated by using shape-preserving piecewise cubic interpolation to obtain
a continuous compressor efficiency map. Fig. 3.5 illustrates the efficiency of
the compressor as a function of the relative flow rate and the pressure ratio at
different rotational speeds.

3.3 Control design

A flexible control approach is required in order to facilitate the integration of
the CCU based process into the power grid. The control system must enable the
process flexibility at the operational level to satisfy the grid code requirements.
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Figure 3.5: The approximated compressor map: speed curves
approximated based on data points (solid lines) and interpolated
speed curves (dotted lines).

The process components with a high degree of flexibility, e.g., the electrolyser,
compressors and pumps, can be operated flexibly while respecting the critical
values and safety of the process. Therefore, a control algorithm is designed to
fulfil two main objectives:

• Providing ancillary services for the grid in the form of frequency con-
tainment reserve.

• Maintaining the required operating conditions for the reaction to ensure
the desired process efficiency and product quality.

Fig. 3.6 illustrates the proposed control scheme of the process. The control
system of the formic acid synthesis process consists of two main control loops.
The primary control loop reacts to the grid frequency variation by regulating the
PEM electrolyser power consumption. The secondary and tertiary control loops
follow the primary controller and regulate the compressor speeds to maintain
the reactor’s optimal pressure, temperature, and flow rate. The different control
levels are explained in the following subsections.
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3.3.1 PEM electrolyser control: frequency regulation

In the primary control loop, the PEM electrolyser is regulated to follow the
grid frequency. Therefore, when the grid frequency deviates from the nominal
value, the controller tracks the frequency deviation and adjusts the electrolyser
operating point based on a predefined droop. When the frequency falls below
the nominal value, i.e., when there is a shortage of power, the electrolyser’s
power input is reduced to decrease the load on the grid. Conversely, when the
frequency is higher than the nominal value, i.e., there is an excess of power, the
power setpoint is increased.

The frequency regulation in this work focusses on the standard 200mHz
FCR product on the European ancillary service market [45]. Fig. 3.7 shows
the power-frequency chart of the symmetric 200mHz product. In order to pro-
vide a symmetrical 200mHz product, the electrolyser reacts to grid frequency
deviations within the range of 48.8 to 50.2 Hz. Therefore, the power reserve
is fully activated once the frequency deviation reaches 200 mHz. As the FCR
product is symmetric, the frequency is stabilised equally for both upward and
downward deviations. According to European TSOs’ regulations, a deadband
of 10 mHz (50 Hz±10 mHz) is considered [46]. In the deadband, the primary
control is not allowed to react to the frequency variations, and the electrolyser
operates at the baseload power. Therefore, the power setpoint of the electrolyser
is calculated as:

𝑃𝑒 =

{
𝛼𝑃max −0.01 Hz ≤ 𝛿 𝑓 ≤ 0.01 Hz
𝛼𝑃max + 𝑘𝛿 𝑓 otherwise

(3.9)

where 𝛼 is the baseload factor as a percentage of the maximum capacity 𝑃max.
The frequency of the grid is represented by 𝑓 . The parameter 𝛿 𝑓 is the
frequency deviation from 50 Hz (𝛿 𝑓 = 𝑓 - 50 Hz). The droop constant 𝑘 is
the power-frequency characteristic of the electrolyser calculated based on the
contractual power reserve 𝛿𝑃FCR and the frequency deviation range of 200 mHz
of the FCR product defined as:

𝑘 =
𝛿𝑃FCR
𝛿 𝑓

(3.10)

As illustrated in Fig. 3.6, a cascaded control system is designed to track
the setpoint signal calculated by (3.9). In the control scheme, the Proportional
Integral (PI) controller (outer loop controller) reacts to the grid frequency
variation and provides the reference signal to the PEM stack current controller
(inner loop controller). Therefore, the cascaded control strategy adjusts the
electrolyser power consumption by regulating the PEM stack current.



i
i

i
i

i
i

i
i

78 Demand response operation of CCU based processes

Grid frequency

Deadband

Frequency [HZ]

Figure 3.7: Power-Frequency chart for the symmetric 200mHz
FCR product and chemical process operation based on the grid
frequency.

3.3.2 Compression stages control system

As described in the previous section, the primary control modifies the elec-
trolyser power consumption to provide FCR. Therefore, the flow rate of the
generated hydrogen at the process input changes based on the grid frequency
variation. In this condition, if the compressors are not controlled adaptively
and ignore the H2 variation, the optimal operating condition of the reactor will
be violated. In the worst case, the pressure and temperature exceed the allowed
operating range. In the H2 stream, the compressors’ power must be regulated
according to the hydrogen generated by the PEM electrolyser. Moreover, the
CO2 flow rate needs to be adjusted based on the hydrogen variation to ensure
the desired ratio of H2 and CO2 at the reaction stage. Also, the compressors
must be controlled to maintain the discharge pressure and temperature at the
desired level despite the flow rate variation. Therefore, additional controllers
are required to maintain the optimal operating condition of the process. A
control system is designed for the H2 and CO2 compression stages to control
each compressor’s power through variable-speed control. In this control ap-
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proach, the compressors operate at different rotational speeds by regulating the
PMSM torque, using field-oriented control. For instance, if the H2 flow rate
reduces, the pressure ratio across the compressor does not change, enabling the
compressor to supply a lower flow rate at a reduced speed.

In the H2 compression stage, the first compressor is controlled to track
the generated hydrogen and supply the desired pressure at a modified speed.
As shown in Fig. 3.6, in the cascaded control system, the outer PI control
loop reacts to the generated hydrogen and sends the reference signal to the
inner loop PI controller, which controls the rotational speed by regulating the
motor torque. If the following four compressors in the compression stage
operate at their maximum power, their discharge pressure and temperature
will change with the flow rate variation, which negatively impacts reaction
efficiency. Therefore, the other four compressors are controlled in the tertiary
control loop to adjust their rotational speed based on the flow rate dictated
by the first compressor. As illustrated in Fig. 3.8, the reference speed signal
is generated by a lookup table obtained from the characteristic curve of each
compressor (Fig. 3.5), and the speed signal is tracked by regulating the motor
torque. Therefore, each compressor pressure’s ratio remains at the designed
value, allowing the compressors to supply the variable flow rate at the modified
speed.

The first compressor in the CO2 compression stage is controlled to track the
generated hydrogen and regulate the CO2 flow rate to maintain the CO2 and H2
ratio at the optimal level. As shown in Fig. 3.6, in the cascaded control system,
the outer PI controller reacts to the H2 and CO2 ratio and sends the reference
signal to the motor torque controller (inner controller). Therefore, the cascaded
control regulates the CO2 flow rate by controlling the compressor speed. The
following compressors in the compression stage modify their rotational speed
based on the flow rate dictated by the first compressor.

+

- +

-. ...

Figure 3.8: The tertiary control diagram for regulating the speed
of the last four compressors in the compression stages.
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3.4 Techno-economic analysis

Before studying the performance of the proposed control structure, the optimal
range of the power reserve and the baseload setpoint need to be determined.
Therefore, in this section, a techno-economic analysis is formulated based on
market prices, formic acid production and FCR provision.

An industrial-scale CO2-based formic acid process is energy-intensive.
In [47], it is shown that reducing the electricity cost is a driving factor to
improve the economic performance of the process. Also, it is shown that
hydrogen production consumes around 90% of the total electricity consumption
through electrolysis, which is 40% of the required energy for the whole process.
In [22,23], it is discussed that participating in the ancillary markets can improve
the economic efficiency of hydrogen production. Therefore, offering ancillary
services for the grid can generate additional revenues, reducing the formic acid
production cost to become competitive with conventional methods.

In order to compare the economic performance of flexible operation with
the full-load operation, the profit estimation of the process is formulated by
considering the main parameters that vary by the flexible operation, i.e., elec-
tricity cost, formic acid production and ancillary service revenue. It is assumed
that other cost function parameters, which are slightly disrupted by flexible
operation, remain unchanged. Therefore the objective function is defined as:

Obj = max
𝑇∑︁
𝑡=1

(𝑄FA(𝑡) · 𝐸FA) −
𝑇∑︁
𝑡=1

(𝑃e(𝑡) · 𝐸el) + 𝛿𝑃FCR · 𝐸FCR · 𝑇 (3.11)

The objective function is evaluated over a period 𝑇 of one year with a time
stepping 𝑡 of 10 s. The first term represents the income from the formic acid
production. It is the sum of the formic acid flow rate 𝑄FA in kg/h, which
varies by regulating the electrolysers operating point, multiplied by the value
of formic acid 𝐸FA, which is a fixed value. The second term is the electricity
cost, which is the power consumed 𝑃e multiplied by the electricity price 𝐸el.
The operating power 𝑃𝑒 is calculated by 𝑃𝑒 = 𝑃𝑏 + 𝑘𝛿 𝑓 , where the baseload
power 𝑃𝑏 = 𝛼𝑃max is a setpoint for the control system responding to the
frequency variation. The third term is the revenue from the provision of FCR,
which is a product of the reserved power 𝑃FCR, the FCR price 𝐸FCR and time
𝑇 . The revenue from FCR is not based on the actual power 𝑃e, but only on
the contracted reserve 𝑃FCR, i.e., it is a standby remuneration, not an activation
remuneration. The actual power 𝑃e continuously follows the grid frequency
𝑓 variations. The power 𝑃e is calculated using (3.9). 𝑄FA is calculated by a
quadratic function for hydrogen production between 2.3 and 112.0 kg/h:

𝑄FA(𝑡) = −0.06 · 𝐻p
2 (𝑡)

2 + 19.42 · 𝐻p
2 (𝑡) − 40.44 (3.12)
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where 𝐻p
2 can be calculated by using (3.7).

The objective function (3.11) is subjected to the following constraints:
𝑃b + 𝛿𝑃FCR ≤ 𝑃max (3.13)

−𝑃b + 𝛿𝑃FCR ≤ −𝑃min (3.14)

and the following bounds:
𝑃min ≤ 𝑃b ≤ 𝑃max

0 ≤ 𝛿𝑃FCR ≤ 1
2
(𝑃max − 𝑃min)

where the minimum capacity 𝑃min of 10% is considered to ensure the con-
tinuous operation of the electrolyser. This avoids the start-up and shut-down
time required to purge the nitrogen. Therefore, the baseload power is limited
between minimum capacity 𝑃max and the maximum capacity 𝑃max (0.58 MW
to 5.8 MW). In order to provide a symmetrical 200 mHz FCR product and
keep the power reserve available for both a positive and a negative variation
of the grid frequency, the power reserve 𝛿𝑃FCR is defined to not exceed half
of the available capacity (𝑃max − 𝑃min). The power reserve and the market
prices are assumed to be constant for the whole year. The FCR price is equal
to the average price of the 200mHz FCR product in 2021 (January-August),
i.e., 19.6 e/MW/h. The electricity price in the model is equal to the average
electricity price in Epex Spot in 2021 (January-August), i.e., 62.2 e/MWh.
The formic acid price is considered 0.5 e/kg [47].

The objective function (3.11) finds the optimum operating point in which
the profit function is maximised. Fig. 3.9 shows the profit as a function of
baseload. Also, the formic acid production, hydrogen and CO2 consumption
are presented at different baseloads. As it can be seen, offering FCR and
operating the electrolyser with a baseload of 73% maximises the profit function,
which results in the profit improvement of around 10% compared to the full-
load operation. Nevertheless, the flexible operation at the optimum baseload
reduces the formic acid production by 13%.

Taking into account the importance of FCR and electricity price, the sen-
sitivity analysis is carried out to determine how variations in market prices can
alter the profit. Fig. 3.10(a) depicts the sensitivity of the profit to FCR price,
considering a fixed electricity price of 62.2 e/MWh. Fig. 3.10(b) shows the
sensitivity analysis of profit for a range of electricity prices with a fixed FCR
price of 19.6 e/MW/h. The profit variation represents the profit improvement
in percentage comparing to the full-load operation. Firstly, the figures show
how the profit rises with increasing electricity or FCR prices. Secondly, as ei-
ther one of these prices goes up, it is worthwhile to offer more primary reserve,
consequently lowering the baseload.
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Figure 3.9: Profit, carbon dioxide and hydrogen consumption and
formic acid production at different baseloads.

3.5 Dynamic simulation

After having discussed the optimal economic approach and indicating the op-
timal range of baseload power and power reserve, the dynamic performance
of the process is investigated in this section. The power consumption of the
PEM electrolyser is regulated to provide FCR by the primary control loop
(section 3.3.1). As illustrated in Fig. 3.10, the optimal baseload can vary based
on FCR and electricity price. Therefore, the PEM electrolyser operates at a
baseload of 70% (4.05 MW), approximately the mean value of the obtained
optimal range, while providing the remaining 30% of its capacity (1.74 MW)
as power reserve. Fig. 3.12 shows the flexible operation of the electrolyser
providing symmetrical 200 mHz FCR. A real 800 s grid frequency dataset
is used from the synchronous grid of continental Europe, which includes the
significant grid frequency variation [48]. The frequency profile is selected to
include frequency variations above and below the nominal frequency (50 Hz),
allowing to monitor process dynamics for both upward and downward regula-
tions. As illustrated in Fig. 3.11, the frequency profile represents an accurate
estimation of the grid frequency behaviour in one year, respecting the 98%
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Figure 3.10: Sensitivity of profit to (a) FCR price and (b) elec-
tricity price.

confidence interval of the frequency distribution. The data have a sampling
period of 10 s, and the electrolyser responds to the grid frequency variation.
The power input is regulated using a cascaded control system by controlling
the PEM stack current. The electrolyser operates at the baseload when the grid
frequency is within the deadband (50 Hz±10 mHz). The reference signal is
the electrolyser operating setpoint 𝑃𝑒, which is the sum of baseload and power
reserve calculated by 𝑃𝑒 = 𝑃𝑏+𝛿𝑃, where activated power reserve is defined
by 𝛿𝑃 = 𝑘 𝛿 𝑓 . Therefore, the primary controller reacts proportionally to the
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grid frequency variations by regulating the electrolyser power. As illustrated
in Fig. 3.12, when the grid frequency drops below 49.99 Hz, the electrolyser
operates below the baseload. Contrarily, the electrolyser’s power consumption
increases above the baseload while the frequency is above 50.01 Hz. Conse-
quently, the generated hydrogen varies based on the grid frequency variation
as a result of FCR provision. As shown, the PEM dynamics are considerably
fast, and it can track the reference signal in less than five seconds. Therefore,
the PEM electrolysis can be run at different power levels with a high degree of
reactivity and is able to provide FCR adequately.

Figure 3.11: Grid frequency distribution in one year.

Fig. 3.13 illustrates the first compressor performance in the H2 feed stream.
As a result of primary level control, the hydrogen production fluctuates based on
the grid frequency variation. Therefore, the first compressor in the compression
stage is controlled to deliver a constant discharge pressure at different H2 flow
rates. As shown, the cascaded controller tracks the hydrogen variation by
regulating the compressor speed. The variable compressor speed is obtained by
regulating the motor torque. As shown, the discharge pressure and temperature
are adequately regulated around their desired levels with minimal deviations.

The following four compressors in the compression stage are controlled to
adjust their rotational speed based on the first compressor discharge flow rate.
Fig. 3.14 illustrates the fifth compressor performance representing the last four
compressors in the compression stage with the pressure and temperature of
H2 at the reactor inlet. The control diagram of the compressors is shown in
Fig. 3.8. The reference speed signal is generated based on the H2 flow rate using
a lookup table obtained from the compressor performance map. As illustrated
in Fig. 3.14, the motor speed, and consequently the power, are regulated to
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Figure 3.12: The dynamic performance of the PEM electrolyser
under FCR provision strategy.

produce the desired pressure. As can be seen, the proposed control strategy
can maintain the pressure and the temperature of H2 at the optimal values.

Fig. 3.15 shows the dynamic performance of the first compressor in the CO2
compression stage. The first compressor in the CO2 stream is responsible for
modifying the CO2 flow rate such that the required CO2/H2 ratio is maintained
at the reactor while supplying the desired discharge pressure. The compressor
speed is regulated to adjust the CO2 flow rate based on flow rate variation in the
H2 stream. As illustrated, the CO2 and H2 flow rate ratio is maintained at the
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Figure 3.13: The dynamic performance of the first compressor in
the H2 compression stage.

desired level despite the variation in hydrogen production while the discharge
pressure is maintained at a nearly constant level. In Fig. 3.16, the corresponding
compressor performance for the 800 s simulation is illustrated on the efficiency
map. As shown, for around 10% flow rate variation, the compressor operates
at its maximum efficiency while the pressure ratio is maintained at the desired
value.

Similar to the H2 compression stage, the next four compressor speeds
are regulated based on the first compressor discharge flow rate to keep the
output pressures at the desired level. Fig. 3.17 illustrates the fifth compressor
performance representing the last four compressors in the CO2 compression
stage. As the result of variable speed operation, the pressure and temperature
of the CO2 are maintained at the reactor’s optimal operating condition.
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Figure 3.14: The dynamic performance of the fifth compressor in
the H2 compression stage and reactor inlet pressure and tempera-
ture.

The simulations have been carried out for different frequency profiles to
evaluate the control performance. The Root Mean Square (RMS), mean and
Standard Deviation (SD) of the error are calculated for the controlled variables
and the reactor operating parameters. As given in Table 3.2, the control system
has a robust performance with limited errors in different operating conditions.

Since the pressure and temperature are optimally controlled, the reactor
product can only be influenced by the variations in the hydrogen flow rate.
Fig. 3.18 illustrates the reactor performance under FCR provision. The AAR,
productivity, and CO2 conversion behave as a function of hydrogen flow rate.
As the grid frequency rises, the hydrogen flow rate and productivity increases
as well. Consequently, the AAR and CO2 conversion rate decrease. This is
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Figure 3.15: The dynamic performance of the first compressor in
the CO2 compression stage.

to be expected since the flow rate increases reducing the residence time. As
observed, for the system studied [32], 10% changes in the H2 flow have a small
effect in the CO2 conversion rate (< 1%), and even smaller changes in the AAR
(< 0.02%). Such variations must be considered by the separation process and
are expected to have no effect in the overall efficiency of the separation [49,50].
However, they need to be accounted for in the equipment sizing.
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Figure 3.16: The performance of the first compressor in the CO2
compression stage on the efficiency map.

3.6 Discussion and Conclusions

Chemical plants with intensive electricity consumption can be engaged in
grid balancing programs by providing a megawatt-scale power reserve. How-
ever, providing grid requirements is challenging due to the chemical process
constraints. The chemical processes should operate flexibly to allow active
participation of the chemical plant in the ancillary market. The flexible oper-
ating strategy must satisfy the grid requirements while respecting the process
efficiency and constraints. Therefore, dynamic plant models and control al-
gorithms are needed to achieve the optimal flexible operation of a chemical
process. In this article, a flexible operating strategy is proposed to facilitate the
integration of an energy-intensive CCU based process into the power grid. The
flexible operation is realised through a cooperative operation of the PEM elec-
trolyser and the multi-stage compression systems in the process. The chemical
process uses CO2 and H2 as raw materials to produce formic acid, which is
a valuable multi-purpose chemical compound. The process is based on the
continuous hydrogenation of CO2 over heterogenised ruthenium catalysis. Dy-
namic models representing the flexible and energy-intensive process stages have
been employed to investigate the FCR provision by an industrial-scale plant.
The dynamic model of the process consists of a PEM electrolyser, compression
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Figure 3.17: The dynamic performance of the fifth compressor in
the CO2 compression stage and reactor inlet pressure and temper-
ature.

stages and a reactor developed for formic acid synthesis. A control algorithm
has been designed to enhance the flexibility of the process for FCR provi-
sion. The implemented control system regulates the dynamics of the process
components, i.e., electrolyser and compressors, to provide ancillary services
concerning process efficiency and constraints. The control system reacts to
the grid frequency variations by regulating the electrolyser’s power input at the
primary control level. At the same time, the compressors’ capacity is controlled
to maintain the optimal operating condition, i.e., CO2 and H2 ratio, pressure
and temperature. The techno-economic performance of a flexible operating
strategy is assessed, and the optimal operating baseload is determined. As a
result, the following conclusions can be drawn:



i
i

i
i

i
i

i
i

3.6 Discussion and Conclusions 91

Table 3.2: Error statistics for controlled variables.

Control system RMS Mean SD

H
2 stream

Electrolyser
Power (kW) 1.4572 -0.0114 1.4571

Compressor 1
Flow rate (kg/h) 0.3532 -0.0027 0.3532

Compressor 5
Rotational speed (rad/s) 0.2031 -0.0015 0.2031

Reactor
Inlet pressure (bar) 0.1178 0.1171 0.0127

Reactor
Inlet temperature (◦C) 0.0871 0.0870 0.0034

CO
2 stream

Compressor 1
Flow rate ratio (CO2/H2) 0.0351 0.0001 0.0351

Compressor 5
Rotational speed (rad/s) 0.0931 -0.0011 0.0931

Reactor
Inlet pressure (bar) 0.1180 0.1173 0.0128

Reactor
Inlet temperature (◦C) 0.0033 0.0024 0.0023

• Offering FCR is a valid option to create additional revenue from ancillary
services.

• The optimal economic strategy is to run the electrolyser at a baseload of
73% while providing the remaining capacity as a power reserve.

• Although the formic acid production is decreased by 13%, the overall
economic performance is increased by 10% by operating the process at
the optimal baseload.

• Optimal operating parameters, i.e., ratio, pressure and temperature, are
maintained at the reaction stage.

• FCR can be provided with a limited impact on the reaction efficiency
(<1%).

• The control algorithm is robust for different operational conditions and
grid frequency variations.

• The offered control strategy does not violate the reactor pressure limits.
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Figure 3.18: Reactor performance under FCR provision.

This paper provides incentive information that can encourage more chem-
ical plants to actively participate in the ancillary market and support the grid.
Note that the proposed strategy in this paper is applicable to a variety of chemi-
cal processes in which electrolysis and compression are present, e.g., processes
for direct conversion of CO2 and hydrogen to value-added chemicals such as
formic acid, methane and methanol. Moreover, since the proposed strategy en-
ables the chemical process to provide FCR as the most time-critical frequency
regulation product, the strategy can be efficiently applied to provide ancillary
services that require a longer response time, e.g., aFRR and mFRR.

Although the proposed operating strategy enables the FCR provision and
improves the process’s financial revenue, a number of economic and techni-
cal considerations should be taken into account for implementation and future
research and development. According to the current TSO regulations, the
minimum power reserve of 1 MW is required for FCR provision, which sets
a lower boundary on the process size. Therefore, smaller chemical processes
with FCR reserves less than 1 MW are not allowed to participate in the ancillary
market. In this work, the compressors’ capacity and operating points are deter-
mined for the proposed flexible operation, while existing compression stages
in chemical processes are already designed based on the process requirement
without considering the FCR provision. Therefore, the available power reserve
might be limited by the capacity of the compressors, and an upgrade might be
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required for the optimal operation, e.g., adding compression stages or adapting
the compressors. Thus, the most effective approach for optimal contribution
in the ancillary market is to consider the proposed demand response operation
during the planning phase rather than later in the upgrading phase, which guar-
antees technical and economic feasibility. Moreover, the optimal baseload and
power reserve might be influenced by the uncertain behaviour of the energy
and reserve markets. Therefore, applying stochastic optimisation and predic-
tion techniques in future work can improve the bidding strategy to deal with
the uncertainties in the market price and support optimal operating decisions.
Furthermore, the operational flexibility offered by the proposed strategy facil-
itates the cooperative operation of the chemical plant with renewable energy
sources, where the chemical process can operate as a buffer, utilising the excess
generated power for upward and downward regulation services.
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Chapter 4

Flexible operation of wind
turbines to provide ancillary
services

As the share of renewable energy increases in the world’s energy supply, an ef-
fective integration of wind power into the grid becomes increasingly important.
Classically, wind turbines were designed and controlled to maximise energy
yield in low wind regimes and generate nominal power at high wind speeds
while limiting the structural loads. With a higher integration of wind power
into the grid, there is an increasing interest in providing ancillary services
through a flexible operation of wind turbines or wind farms. The output power
is regulated based on the grid frequency and the flexible operating strategy. The
effective contribution of wind power in the ancillary market can be beneficial
for both grid operators and wind plant owners/operators. The flexible operation
capability can support the grid stability and reliability while reducing the cost
of energy, leading to a higher level of renewable integration. In this context, a
novel control design is required to enable the flexible operation of wind turbines
while minimising the load on wind turbine components.

Different control designs have been investigated for the flexible operation of
wind turbines in frequency regulation schemes. However, there are a number
of challenges that need to be addressed to enable the FCR provision and to
respond to the frequency variations to a full extent. One of the challenges is the
ramp rate, i.e., the rate of change in output power concerning the fast frequency
variation of the grid, which is limited by the rotor inertia and the delay of the
pitch actuator. Moreover, the flexible operation creates a higher load on the
pitch mechanism and the structure of wind turbines. In particular, floating wind
turbines experience even higher structural loads and more elevated tower and
platform oscillations, leading to a significant reduction in the expected life of a



i
i

i
i

i
i

i
i

102 Flexible operation of wind turbines to provide ancillary services

wind turbine. Therefore, the need arises for an advanced control to enhance the
flexibility of the wind turbines while mitigating the loads on the wind turbine
components.

This chapter introduces Horizontal Axis Wind Turbine (HAWT) drivetrain
models, including a pitch and torque control system design. Two control
strategies, i.e., the pitch-to-stall and pitch-to-feather control concepts, are
compared in terms of power regulation, the impact on structural loads and
the pitch mechanism in the whole operating region. The performance of
the control strategies is investigated to realise the potential advantages that
each strategy can offer for flexible operation of HAWTs to provide ancillary
services, i.e., ramp rate in power reference tracking and structural loads. The
control performance and its impact on the pitch mechanism and structural
loads are validated in uniform and turbulent winds.

The contents of this chapter are published in [1, 2].
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The Impact of Pitch-to-Stall and Pitch-to-
Feather Control on the Structural Loads and
the Pitch Mechanism of a Wind Turbine
Arash E. Samani, Jeroen D. M. De Kooning, Nezmin Kayedpour, Dimitar
Bozalakov, Narender Singh, Lieven Vandevelde

Published in in "Energies", 2020

Abstract This article investigates the impact of the pitch-to-stall and pitch-to-
feather control concepts on horizontal axis wind turbines (HAWTs) with dif-
ferent blade designs. Pitch-to-feather control is widely used to limit the power
output of wind turbines in high wind speed conditions. However, stall control
has not been taken forward in the industry because of the low predictability
of stalled rotor aerodynamics. Despite this drawback, this article investigates
the possible advantages of this control concept compared to pitch-to-feather
control with an emphasis on the control performance and its impact on the
pitch mechanism and structural loads. In this study, three HAWTs with differ-
ent blade designs, i.e., untwisted, stall-regulated, and pitch-regulated blades,
are investigated. The control system is validated both in uniform and turbulent
wind speed. The results show that pitch-to-stall control enhances the con-
stant power control for wind turbines with untwisted and stall-regulated blade
designs. Stall control alleviates the fore-aft tower loading and the blades flap-
wise moment of the wind turbine with stall-regulated blades in uniform winds.
However, in turbulent winds, the flapwise moment increases to a certain extent
compared to pitch-to-feather control. Moreover, pitch-to-stall control consid-
erably reduces the summed blade pitch movement, despite that it increases the
risk of surface damage in the rolling bearings due to oscillating movements
with a small amplitude.

4.1 Introduction

The worldwide installed wind power capacity reached over 651 GW by the end
of 2019, growing with 60.4 GW in the last year alone [3]. The exponential
growth of the wind turbine market challenges manufacturers to reduce the
wind turbines’ capital costs, which leads to a reduction of the Cost of Energy
(CoE). To further reduce manufacturing costs, more attention is required for
the material use in current wind turbine designs, i.e., use of steel, concrete,
and composite materials. Therefore, to design future wind turbines with lower
material costs, the knowledge and reduction of mechanical loads on the structure
of wind turbines are crucial. The fatigue loads are strongly determined by the
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actions of the control system, e.g., pitch control, variable speed control and
yaw control. A proper control system design requires a compromise between
several conflicting objectives, i.e., power output regulation versus limiting the
mechanical loads. In this regard, different control concepts have been developed
to improve performance and reduce structural loads and fatigue. Individual
pitch systems have been implemented to mitigate the load without modifying
the blade [4, 5]. However, these systems have a higher energy consumption
and have a limited impact on load reduction [6]. The research on active flow
control, e.g., trailing edge flaps, microtabs and synthetic jet actuators, had
much progress in the last decade. Although these systems reduce the structural
loads, they significantly add more complexity to the blade design and blade
manufacturing [7, 8].

The Operations and Maintenance (O&M) costs are estimated to amount up
to 30% of the Total Cost of Ownership (TCO) [9]. Therefore, enhancing the
reliability of wind turbines is one of the important determinants in reducing
the Cost of Energy (CoE). A well-designed control system can ensure the wind
turbines reliability by reducing failure rates and downtime. The pitch system
accounts for one of the critical sub-assemblies with high failure rates, especially
for offshore wind turbines [10]. For blade bearings, four-point contact rolling
bearings are usually used to minimise the bearings’ friction moment, and to
avoid undesired large pitching. The separating lubrication film is formed if the
rolling bearings rotate continually under nearly constant load and speed [11].
One of the concerns in the pitch system is the risk of surface wear in the
blade bearings, i.e., adhesive and abrasive wear caused by oscillating pitch
movements with a small amplitude. The bearings movement pattern is dictated
by the pitch control strategy, i.e., Collective Pitch Control (CPC), Individual
Pitch Control (IPC), pitch-to-stall, and pitch-to-feather. In [12], Stammler et al.
compared the IPC and CPC effect on the loads and blade bearing movements
of wind turbines. The results show that despite the expected negative impact of
IPC on the blade bearings’ lifetime, the risk of wear decreases because of the
reduction in small pitch movements. Therefore, besides the impact of the blade
pitching strategy on the structural loads, its impact on the pitch mechanism
needs to be analysed as well.

In high wind speeds, the rotor speed can be limited by a blade pitching
system either by pitching the blades to feather or to stall. The pitch-to-stall
control concept has not been widely used in wind industry because of the
uncertainty of the rotor aerodynamics in the stall condition. Larsen and Hansen
monitored the pitch-to-stall impact on the performance of an offshore HAWT
with a pitch-regulated blade design. The simulation results showed that the stall
control improved the constant power generation and tower stability compared
to pitch control [13]. Also, Jonkman tested pitch-to-stall control on the NREL
5 MW offshore wind turbine with a pitch-regulated blade design. The results
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verified that active stall control again improved the rotor speed and power
control, though it does not dampen the barge-pitch motions [14]. Macquart
and Maheri redesigned the original pitch regulated blade of the NREL 5 MW
wind turbine to reach a better performance in stall-regulated operation. It
was shown that the amplitude of the cyclic loads was reduced in pitch-to-
stall control [15]. In [16], it is shown that back-twisted blades together with
pitch-to-stall control improve the tower axial fatigue life and power output
generation of a semi-submersible floating offshore wind turbine. In [17], Loza
et al. performed a comparative fatigue life assessment for a small wind turbine
operating as a stall-regulated and pitch-regulated turbine. The stall control is
implemented by regulating the generator torque at high wind speeds while the
pitch angle is kept at a fixed value, i.e., speed stall control. The results show
that stall regulation leads to higher fatigue loads on the blades. However, the
impact is smaller than thought before, and stall regulation may be a valid option
for a cost-effective design for small wind turbines.

This article provides a thorough investigation of the potential benefits of
the pitch-to-stall versus the pitch-to-feather control strategies. The dynamic
performance under uniform and turbulent winds, the structural loading of the
blades and tower, and the blade bearing movements in the pitch system will be
investigated. This will be done for three wind turbines with fundamentally
different blade designs, i.e., untwisted, pitch-regulated, and stall-regulated
blades to represent the aerodynamic behaviour of a wide range of wind turbines
in the market, i.e., from small, medium up to large scale wind turbines. The
open-source FAST software, which models the wind turbine, is coupled with a
Matlab/Simulink model containing the generator and control systems.

This article is organised as follows: § 4.2.1 describes the wind turbine
model and generator system. § 4.2.2 explains the pitch-to-feather and pitch-to-
control control systems. Their performance is validated in § 4.3.1. The wind
field simulation is explained in § 4.3.2. The dynamic performance of the wind
turbine in turbulent wind flow is assessed in § 4.3.3. The impact of the control
on the pitch mechanism and structural loads is assessed in § 4.3.4 and § 4.3.5,
respectively.

4.2 Methodology

4.2.1 Wind turbine generation system

Figure 4.1 shows the structure of a modern wind turbine system based on
a Permanent Magnet Synchronous Generator (PMSG). The turbine rotor (a)
harvests the kinetic energy in the wind and drives the PMSG (b). Due to the
high pole pair number of the generator, a gearbox is not used in this topology,
i.e., it is a direct-drive system. The output voltage of the PMSG has a variable
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amplitude and frequency and is converted to a dc voltage by the rectifier (c),
which also regulates the generator torque, e.g., for Maximum Power Point
Tracking (MPPT). The inverter (d) injects the electrical power into the grid (e).

Figure 4.1: Overview of the considered wind turbine system

Three wind turbines with a different power rating and blade design are
simulated in this article, i.e., the SWRT 10 kW turbine with untwisted blades,
the UAE 20 kW turbine with stall-regulated blades and the WP 1.5 MW turbine
with pitch-regulated blades. The specifications of these turbines are given in
Table 4.1. Table 4.3 in appendix gives more details on the blade design, i.e.,
the aerofoil distribution and twist angles of respectively the untwisted, stall-
regulated and pitch-regulated blades. Figure 4.2 shows the power coefficient
𝐶𝑃 of the wind turbines as a function of the pitch angle \ and the tip speed ratio
_. The FAST turbine models are coupled to a generator and converter model
implemented in Matlab/Simulink. The PMSG is modelled by an equivalent
scheme in the rotating reference frame, including its dynamics, copper losses
and iron losses [18]. A field oriented vector control is used to regulate the
generator torque.

Table 4.1: Wind turbines model specification

Turbine
Name

No.
Blades

Rotor diameter
(m)

Rated power
(kW)

Cmax
P
(-)

𝝀𝒐𝒑𝒕
(-)

𝜽𝒐𝒑𝒕
(°)

Rated wind speed
(m/s)

Rated
RPM

SWRT 3 5.8 10 0.42 5.5 7 11.5 210
UAE 2 10 20 0.42 6.4 1 10 122
WP 3 70 1500 0.50 7.3 2.5 11 22

4.2.2 Control system

As illustrated in Figure 4.3, the operating area of a wind turbine can be subdi-
vided into four regions. In region I, below the cut-in wind speed 𝑣𝑐𝑢𝑡−𝑖𝑛, the
turbine does not generate power. In region II, above the cut-in speed 𝑣𝑐𝑢𝑡−𝑖𝑛,
Maximum Power Point Tracking (MPPT) is used to maximise power. Region
III is a transition region between regions II and IV, and the wind turbine oper-
ates around nominal rotational speed, but below the rated power. In region IV,
above the rated wind speed 𝑣𝑟 , both power and rotor speed are limited to avoid
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Figure 4.2: Power coefficient𝐶𝑃 of the wind turbines as a function
of pitch angle \ and tip speed ratio _.

exceeding their rated values. If the wind speed rises above the cut-out speed
𝑣𝑐𝑢𝑡−𝑜𝑢𝑡 , the braking system brings the rotor to a standstill for safety reasons.
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Figure 4.3: Wind turbine power curve and operational regions.

In region II, the control objective is to maximise power for any given wind
speed, by maximising the power coefficient. This is achieved by regulating the
generator speed and torque in a cascaded control system. The MPPT algorithm
is of the Power-Signal Feedback (PSF) type, which uses a pre-defined look-up
table to determine the reference power in terms of the measured rotor speed.
The advantage of the PSF algorithm over the TSR method is that it does not
require wind measurements. Also, the PSF method is more efficient than slow
control techniques such as Hill Climb Search (HCS), which searches for the
optimum in a step-by-step manner. The look-up table data are generated by



i
i

i
i

i
i

i
i

108 Flexible operation of wind turbines to provide ancillary services

Rotational speed [rad/s]Rotational speed [rad/s]

P
ow

er
[k
W
]

Rotational speed [rad/s]

UAE VI 20kWSWRT 10kW WP 1.5MW

0 5 10 15 20 25 300 10 20 30 40 1 2 3 4 5

0

2

4

6

8

10

12

14

16

18

20

22

0

1

2

3

4

5

6

7

8

9

10

11

0

200

400

600

800

1000

1200

1400

1600

Figure 4.4: Electrical MPPT versus mechanical MPPT for SWRT,
UAE and WP wind turbines.

simulating power-speed characteristic curves for different wind speeds. Figure
4.4 shows the power-speed curves of the SWRT, UAE, and WP turbines over the
wind speeds in region II. In the simulations, both the mechanical power 𝑃𝑚 of
the turbine and the electrical power 𝑃𝑒 injected into the grid are simulated. The
mechanical and electrical power differ due to the losses in the system [19–21].
To reach maximum efficiency, these losses must be taken into account by the
MPPT. Therefore, the look-up table data are extracted from the electrical power,
not the mechanical power.

At wind speeds higher than the nominal value, the aerodynamic power is
limited by reducing the lift forces on the wind turbine blades, which is obtained
by regulating the angle of attack through pitching the blades. The lift coefficient
𝐶𝑙 increases linearly when increasing the angle of attack up to a certain value,
i.e., the critical or stalling angle of attack, at which the lift coefficient reaches
its maximum value 𝐶𝑚𝑎𝑥

𝑙
. A further increase of the blades’ angle of attack

leads to a drastic reduction in lift, which is known as stall. Therefore, in the
high wind region, the aerodynamic power can be limited by using two different
control strategies, as described below:

• Pitch-to-feather (pitch control): The rotational speed is limited to the
rated value by pitching the blades to feather. By pitching the blades’
leading edge into the wind, the aerodynamic process of blade feathering
occurs, which causes a reduction of the aerodynamic forces. Therefore,
the speed controller increases the pitch angle, thus reducing the angle of
attack, to limit the lift forces and the driving torque. The pitching rate
should be high enough to keep the generator speed at its nominal value
and deal with the fluctuating nature of wind.

• Pitch-to-stall (stall control): The controller turns the blades in the oppo-
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site direction to the direction of pitch-to-feather, i.e., turning the blades’
leading edge out of the wind, thus increasing the blades’ angle of attack
beyond the critical or stalling angle of attack. Therefore, the lift forces on
the blades are reduced as the lift coefficient exceeds its maximum 𝐶𝑚𝑎𝑥

𝑙
.

Pitch control is typically nonlinear because the sensitivity of the system
varies under different operating conditions. The pitch sensitivity, denoted by
the partial derivative of aerodynamic power with respect to the pitch angle
𝜕𝑃
𝜕\

, is an aerodynamic property of the rotor that depends on the wind speed,
rotor speed, and pitch angle. Therefore, the blade has different responses to
the pitch angle variations in region IV, which is important for determining
the gains of the blade pitch speed controller. Figure 4.5 compares the pitch
sensitivity of the wind turbines in the stall and pitch mode from nominal to
cut-out wind speed. The blade-pitch sensitivity is calculated for the SWRT,
UAE and WP turbines by performing a linearisation analysis in FAST. In each
linearisation step, the pitch angle is altered at rated power, and the aerodynamic
power sensitivity is calculated. As shown in Figure 4.5, the pitch sensitivity
changes with pitch angle for wind speeds in region IV. The negative values of
the pitch sensitivity in pitch-to-feather mode are due to the negative variation
of aerodynamic power to the positive variation pitch angle, i.e., increasing the
pitch angle to reduce the angle of attack. Likewise, the positive value of the
pitch sensitivity in pitch-to-stall is due to a negative variation of aerodynamic
power to a negative variation in pitch angle, i.e., pitching the blades to the
negative direction to increase the angle of attack towards stall. As illustrated
in this figure, the aerodynamic sensitivity is lower for the pitch-to-stall mode
than pitch-to-feather, which means the aerodynamic power varies more slowly
for the negative pitch angles. Also, much smaller pitch actions are needed
to control the aerodynamic power. The lower aerodynamic sensitivity may
be an advantage to reduce fatigue loads and improve the pitch mechanisms
performance, i.e., the blade’s pitch bearing movements. In pitch-to-feather,
the blades are held in attached flow conditions giving rise to high aerodynamic
sensitivity while in the pitch-to-stall process, the boundary layer separates from
the upper side of the blade resulting in the low aerodynamic sensitivity. The
difference in behaviour of the different wind turbines in stall mode originates
from their different blade geometry. The SWRT and UAE wind turbines have
thin aerofoils and a high curvature around the leading edge, which tend to stall
more abruptly than the WP turbine with a thick aerofoil.

In the pitch-to-feather control mode, the pitch sensitivity varies consider-
ably over the region IV, which requires to schedule the controller gain as a
function of the pitch angle. However, the variation of the pitch sensitivity with
pitch angle is nearly linear, and it follows the same trend for all three wind
turbines, thus:
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Figure 4.5: Pitch sensitivity 𝜕𝑃
𝜕\

of the SWRT (left), UAE (center),
and WP wind turbines (right) at wind speeds in region IV.

𝜕𝑃

𝜕\
=
©«
𝜕𝑃

𝜕\
(\ = \𝑟 )

\𝑘

ª®®¬ \ +
(
𝜕𝑃

𝜕\
(\ = \𝑟 )
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(4.1)

where 𝜕𝑃
𝜕\

(\ = \𝑟 ) is the sensitivity of aerodynamic power to the pitch angle
variation at the rated operating point. The pitch angle \𝑘 is defined as the angle
at which the blade sensitivity has increased by a factor of 2, compared to its
value at the rated operating point [22], i.e.:

𝜕𝑃

𝜕\
(\ = \𝑘) = 2

𝜕𝑃

𝜕\
(\ = \𝑟 ) (4.2)

Based on the linear relation between the pitch sensitivity 𝜕𝑃
𝜕\

and the pitch
angle \, the gain scheduling can be implemented by defining a dimensionless
gain-correction factor 𝐺𝑘 as a function of pitch angle [22, 23]:

𝐺𝑘 =
1

1 + \

\𝑘

(4.3)

which can be written in a more general form for wind turbines with a non-zero
optimal pitch angle as:

𝐺𝑘 =
1

1 + \ − \𝑟
\𝑘

(4.4)

According to (4.4), the controller gains are varied to cope with the variation of
the pitch sensitivity in region IV. A higher gain is applied where the sensitivity
is low, i.e., where \ is near \𝑟 , and vice versa.
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In the pitch-to-stall mode, the pitch sensitivity varies nonlinearly with pitch
angle, and its relation depends on the blade design as well. The aerodynamic
sensitivity of the SWRT turbine first decreases with the pitch angle before
increasing again by pitching the blades more into the stall condition. A linear
gain correction factor for pitch control is not able to deal with this variation of
pitch sensitivity. Therefore, a gain correction function is proposed here for the
stall control based on its nonlinear behaviour in the stall condition:

𝐺𝑠 =
2

1 +
(
\

\𝑘

)2 (4.5)

The aerodynamic sensitivity of the UAE and WP wind turbines has two values
at the same pitch angle, and thus the gain schedule of the stall controller is
double-valued. Therefore, the pitch angle signal is not enough to identify the
exact operating point. One solution is to measure the wind speed and use
the signal as an additional input to determine the operating point. Also, it is
possible to only use the pitch signal and detune the controller to ensure that the
controller works properly at different wind speeds in region IV [24].

Figure 4.6 shows the pitch system diagram. The controller gains are tuned
based on the blade pitch sensitivity in the pitch-to-stall and pitch-to-feather
mode. The PI speed controller generates the reference pitch signal \𝑟𝑒 𝑓 . This
signal is sent to the pitch actuator model, which is represented by a first-order
transfer function with a time constant𝑇𝑎. A position and rate limiter are applied
to ensure that the actuator limits are not exceeded. The time constant𝑇𝑎 is equal
to 0.1 s, and the rate limit is set at 10 ◦/s for all turbine models [23, 25].

PI

Pitch actuator model

Gain scheduling

1
Tas+1

Angle limit Rate limit

řref + eř θref θ

-

ř

1

Figure 4.6: Pitch control diagram.
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4.3 Verifications and results

4.3.1 Validation of control performance

The performance of both the pitch-to-stall and pitch-to-feather control systems
(with gain scheduling) is first verified by simulating the wind turbines in uni-
form winds. The following objectives are addressed to validate the control
performance:

• To maximise the energy capture in the low-speed region by maximising
the aerodynamic efficiency of the wind turbine.

• To obtain an identical response for all wind turbines in the whole wind
speed range of region IV, i.e., coping with the different sensitivity of the
aerodynamic power to the blade pitch angle for each wind speed.

For the uniform wind simulation, the ’Inflowwind’ module processes wind-
inflow coupled with FAST. This module computes wind velocity components
as a function of the input coordinate positions received from FAST glue code
and internal time-varying parameters. The horizontal and vertical wind speeds
are calculated as follows [26]:

𝑉ℎ (𝑥, 𝑦, 𝑧) =𝑉ℎ𝑟𝑒 𝑓

( 𝑧

RefHt

)VShr

+𝑉ℎ𝑟𝑒 𝑓

(
HLinShr

RefLength

)
(𝑥 sin(Delta) + y cos(Delta))

+𝑉ℎ𝑟𝑒 𝑓

(
VLinShr

RefLength

)
(𝑧 − RefHt) +𝑉𝐺𝑢𝑠𝑡

𝑉𝑧 (𝑥, 𝑦, 𝑧) =VZ

where𝑉ℎ𝑟𝑒 𝑓
is horizontal wind speed (vectorial u+v) at reference height, Delta is

the wind direction, and VZ is the vertical wind speed (w component). VLinShr
and HLinShr are vertical and horizontal linear wind-shear parameters, respec-
tively. 𝑉𝐺𝑢𝑠𝑡 is horizontal gust speed, and VShr is the vertical power-law
wind-shear exponent. The Reference height (RefHt) and Reference length for
linear horizontal and vertical shear (RefLength) values are set in the module’s
input file. The power-law wind profile is used to define the wind profile by
using the following equation, where PLexp is the Power law exponent.

𝑢(𝑧) = URef
( z
RefHt

)PLexp
(4.6)

For wind speeds below the nominal value, the MPPT controller regulates the
generator torque by tracking the reference electrical power. Thus, the optimum
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tip speed ratio is obtained by controlling the rotational speed. At the same time,
the pitch control system keeps the pitch angle at its optimal value to maximise
the aerodynamic efficiency. The step response of the wind turbines operating
in low wind speeds is shown in Figure 4.7. As can be observed, when the wind
speed increases stepwise from 4 to 7 m/s, the generator speed is regulated so
that the optimum tip speed ratio is reached. Therefore, the power coefficient is
maximised for all 3 turbines models, showing proper MPPT control.

In the transition zone, when the wind speed reaches the nominal value, the
rotor speed is kept constant until the rated electrical power is generated. At
wind speeds above the nominal, the speed controller keeps the generator speed
at its rated value by pitching the blades based on two different control concepts,
i.e., pitch-to-feather and pitch-to-stall. With pitch-to-feather, the pitch angle is
increased to positive values, while pitch-to-stall decreases it to negative angles.
Figure 4.8 compares the step response of the wind turbines to the wind variation
at high wind speeds. As shown, when the wind speed increases stepwise from
14 to 17 m/s, the pitch angle is regulated to keep the rotational speed and
thus the power output at the rated value. Also, an identical response of the
generator speed and electrical power is obtained in all wind speeds in region IV
through proper gain scheduling of the PI controllers in both operating modes,
i.e., pitch-to-feather and pitch-to-stall.

As expected from the aerodynamic sensitivity analysis presented in section
4.2.2, when the wind turbine operates with the pitch-to-stall concept, smaller
blade pithing is required to maintain the power at the rated value compared to
pitch-to-feather. Therefore, the summed pitch manoeuvre, i.e., blade bearing
movements, is reduced, and consequently, higher lifetimes of the pitch mecha-
nism can be obtained by limiting the pitch activity. Moreover, in the stall mode,
the aerodynamic power is less sensitive to the pitch angle, which increases the
controllability in the high wind zone. The more stable aerodynamic response in
the pitch-to-stall mode is an advantage for the control system, especially when
the trade-off between the rapid changes in pitch angle on the one hand and the
abrupt power increase on the other hand is needed, i.e., the power transient
caused by a sudden increase of wind speed. The most significant factor in the
power limiting strategy of the pitch control system is its fast response to sudden
variations in the aerodynamic torque generated by the wind. The rotational
speed of a wind turbine can be regulated very quickly by pitching the blades to
feather with a fast pitch rate [27]. However, this requires a pitch actuator with
a high pitch rate capacity. Also, the fatigue damage rate of the pitch bearings
increases when increasing the pitch rate [28].
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Figure 4.7: Dynamic performance of the SWRT, UAE, and WP
wind turbines in the low wind region.
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Figure 4.8: Dynamic performance of the SWRT, UAE, and WP
wind turbines in the high wind region.



i
i

i
i

i
i

i
i

4.3 Verifications and results 115

4.3.2 Turbulent wind field simulation

The numerical simulation of the wind field is an essential part of the horizontal
axis wind turbine structural analysis, due to the nonlinearity of atmospheric
turbulence and its impact on the aerodynamic loads of wind turbines. The
structure of the wind turbine experiences higher loads caused by the atmo-
spheric turbulence encountered by the rotor blades. Therefore, for the dynamic
aeroelastic simulation of a wind turbine, the inflow wind should be simulated
such that it includes the specific characteristics of the inflow wind which have a
significant impact on the dynamic response of wind turbine. For the numerical
simulation of a full-field flow, the TurbSim inflow stochastic turbulence code
is used [29]. TurbSim includes many of the important fluid dynamic features
that have an impact on the aeroelastic response of wind turbines. The Turbsim
simulator uses a modified version of the Sandia method, which is a method
for numerically simulating a three-dimensional field of turbulent wind speed,
specifically for the structural analysis of horizontal axis wind turbines [30].

In TurbSim, the rotor hub is assumed to be centred on a grid of points
that each represents the three-dimensional wind speed. For each wind turbine,
the grid size is considered large enough to cover the whole rotor such that
no part of the rotor blade lies outside the grid, even during the wind turbine
displacement. The NWTCUP spectral model is used to simulate the turbulent
wind, which generates a turbulent inflow that characterises the highly turbulent
conditions. This model generates default spatial coherence parameters based on
experimental data performed at the National Renewable Energy Laboratory’s
National Wind Technology Center (NWTC) [31]. The NWTCUP spectrum for
stable flows are defined as [29]

𝑆𝐾 ( 𝑓 ) =

NumPeaksK∑︁
𝑖=1

𝑝𝑖,𝐾𝑆K,SMOOTH
(
𝐹𝑖,𝐾 𝑓

)
(4.7)

where 𝑁𝑢𝑚𝑃𝑒𝑎𝑘𝑠𝐾 is equal to 2 for all wind components. 𝑝𝑖,𝐾 and 𝐹𝑖,𝐾 are
scaling factors, and they are functions of the gradient Richardson number. The
spectrum is characterised by adding scaled versions of the RisÃ¸ smooth-terrain
spectral model (SMOOTH), which is defined by the following equations:

𝑆𝐾 ( 𝑓 ) = 𝑈𝑆𝑡𝑎𝑟2
𝑠1,𝐾

(
𝑧

�̄�𝜙𝑀

) (
𝜙𝐸

𝜙𝑀

)2/3

1 + 𝑠2,𝐾

(
𝑓 𝑧

�̄�𝜙𝑀

)5/3
(4.8)

where 𝑓 is the cyclic frequency,𝑈𝑆𝑡𝑎𝑟 is the friction velocity input parameter,
�̄� is the mean wind speed at height 𝑧, and 𝜙𝐸 and 𝜙𝑀 are functions of the
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stability parameter, i.e., the gradient Richardson number. 𝑠1 and 𝑠2 are defined
as

〈
𝑠1,𝐾 , 𝑠2,𝐾

〉
=


⟨79.0, 263.0⟩ 𝐾 = 𝑢

⟨13.0, 32.0⟩ 𝐾 = 𝑣

⟨3.5, 8.6⟩ 𝐾 = 𝑤

(4.9)

For unstable flows, the NWTCUP model modifies the SMOOTH-model as:
𝑆𝐾 ( 𝑓 ) = 𝑝1,𝐾𝑆K,low,SMOOTH(𝐹1,𝐾 𝑓 ) + 𝑝2,𝐾𝑆K,high,SMOOTH(𝐹2,𝐾 𝑓 ) (4.10)

where 𝑃1,𝐾 , 𝑃2,𝐾 , 𝐹1,𝐾 , and 𝐹2,𝐾 are the scaling factors that are derived from
spectra calculated using velocity measurements.

The turbulent wind fields are generated with a high turbulence intensity,
a vertical mean flow (uptilt) angle of 8° and a horizontal mean flow (skew)
angle of 15°. The mean wind speeds are selected so that the wind profiles
cover both region II, where torque control is used for MPPT and pitch control
is inactive, and IV, where both torque and pitch control are active to limit the
power and rotor speed. Figure 4.9 illustrates the spatial wind field components
in streamwise, crosswise, and vertical direction in different time slots for a
simulation of 300 seconds with an average speed of 14 m/s. The wind field
simulation parameters are given in table 4.2.

Table 4.2: Wind field simulation parameters

Time step 0.050 [s]
Mean wind speed at hub height 14 [m/s]
Turbulent Intensity(TI) 13 [%]
Vertical grid-point matrix dimension 40
Horizontal grid-point matrix dimension 40
Surface roughness length 0.021 [m]
Hub height 34.6 [m]
Assumed rotor diameter 10 [m]

4.3.3 Performance in turbulent wind

To test the control system in more realistic operating conditions, the dynamic
performance of the wind turbines is now analysed for a three-dimensional
turbulent wind field. Figure 4.10 compares the performance of the turbines op-
erating with the pitch-to-feather and pitch-to-stall strategies in turbulent winds.
The simulation results show that the electrical power and rotor speed are regu-
lated at their rated values with a limited error. The control transitions between
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Figure 4.9: Turbulent wind field simulation in streamwise (top),
crosswise (middle), and vertical direction (bottom).

region II and IV are smooth without transients. Despite the satisfactory perfor-
mance of the control system in the whole operating region, wind turbines have
different dynamic responses under pitch-to-stall and pitch-to-feather control.
The first column shows the SWRT turbine operating as a pitch regulated tur-
bine compared with the same turbine operating as a stall controlled turbine in
turbulent wind. As can be observed, the power is well-maintained within 3%
of its rated value with pitch-to-feather. However, the fluctuations in the rotor
speed and electrical power are considerably smaller when using pitch-to-stall
control. As expected from the aerodynamic sensitivity analysis, the aerody-
namic power is less sensitive to wind speed variations in region IV. Therefore,
the fluctuations in generator speed and the power transients are reduced when
using pitch-to-stall control. To illustrate, when the wind turbine operates at
wind speeds fluctuating between 12 to 19 m/s (Figure (4.10, time ≈ 10-40s)
the power generator is well-preserved within 1% of its rated value. More-
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over, due to the lower aerodynamic sensitivity, and thus smaller pitch action in
pitch-to-stall mode, smoother control with much more moderate pitch move-
ment is obtained. The second column of Figure 4.10 illustrates the dynamic
performance of the two-bladed UAE turbine with stall-regulated blade design.
Also, here, the rotor speed and power output are regulated well around the
nominal value with a limited error. However, pitch-to-stall control presents
smaller fluctuations in turbulent wind conditions. As can be observed, when
the wind turbine operates around the transition region between II and IV, with a
sudden change in wind speed (time ≈ 40-60s), a smaller peak power is obtained
above the rated for pitch-to-stall control due to the lower sensitivity and smaller
pitch actions in the stall mode. The third column of Figure 4.10 illustrates the
performance of the WP turbine under turbulent wind conditions. As shown,
pitch-to-stall control does not have the reduction effect on the fluctuations of
rotational speed and power output. This behaviour of the WP turbine is due
to its pitch-regulated blade design that tends to stall more slowly compare to
the SWRT and UAE wind turbines with untwisted and stall-regulated blade
designs. The corresponding time histories of tower and blade moments in
turbulent wind are represented in Figure 4.11.

4.3.4 Control impact on the pitch mechanism

According to [10], the pitch system accounts for one of the most critical sub-
assemblies in terms of failure rates and downtime. Pitch oscillations with an
amplitude of a few degrees increase the risk of surface damage in the rolling
contacts of the blade bearings [12]. In a rolling bearing, the rolling elements
are separated from the raceway by a thin film of lubricant formed by the
nearly constant rotation of bearing under constant or almost constant loads and
speeds [11]. In the blade bearings, the blade pitch manoeuvres with relatively
small amplitudes often do not build up the lubricant film, which gives rise
to an unlubricated contact between the rolling elements and the bearing race-
way [32]. Therefore, to increase the reliability of the pitch mechanism, small
oscillating movements of blade bearings must be minimised. Cycle analysis is
performed to compare the pitch movements of the wind turbines operating with
the two investigated control strategies, i.e., pitch-to-stall and pitch-to-feather.

The wind turbines are operated in the full operating region, i.e., from rated
wind speed 𝑣𝑟 to cut-out wind speed 𝑣𝑐𝑢𝑡−𝑜𝑢𝑡 . The wind fields are generated
so that the wind speed sweeps all wind speeds in region IV with a turbulence
intensity of 20%. The simulations have been run during 660 seconds, and the
corresponding blade pitch movements are monitored. The rainflow method, as
implemented in MATLAB, is used to count the cycles for the pitch time history
according to the ASTM E 1049 standard. Figure 4.12 illustrates the results
of the cycle counting of small blade pitch oscillations. For the SWRT wind
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turbine with untwisted blades, the summed pitch movement is reduced from
1607° in pitch-to-feather control to 746° in pitch-to-stall control. However,
a higher number of pitch movements with small oscillations are observed in
pitch-to-stall control, especially in the range below 0.3°. This behaviour can be
explained by the fact that in the stall condition and for wind speeds between 15
and 25 m/s, less pitch variation (≈ 4° [-7 -3]) is required to keep the power at
the rated value (Figure 4.5). Therefore, the frequent small pitch variations are
expected to limit the rotational speed. Also, pitch-to-stall control increases the
cycles with an amplitude smaller than 1.5° for the UAE wind turbine, though a
higher number of pitch movements are observed in the range between 1.5 and
5°. Also here, the pitch-to-stall control reduces the summed pitch movement
to 15096°, compared to 1655° in pitch-to-feather control. The explanation
lies in the way the boundary layer separates from the surface of the blades.
SWRT and UAE wind turbines tend to stall more abruptly because of their
geometry, where the separation starts around the leading edge of the aerofoil.
Therefore, the entire boundary layer may detach almost simultaneously with a
drastic decrease in the lift coefficient. The pitch system behaviour in the WP
turbine is in contrast with previous models. Due to the pitch-regulated design
of the blades, i.e., the airfoils’ geometry with a more rounded leading edge,
the lift coefficient reduced with a gentle slope, which also can be observed in .
Therefore, the blades remain in soft stall conditions, where fine adjustment of
the blades is less required.

Figure 4.12: Number of cycles pitch-to-feather and pitch-to-stall
in comparison for small oscillation amplitude ranges.

4.3.5 Control impact on structural loads

Having discussed the performance of the wind turbines with two different con-
trol concepts, i.e., pitch-to-stall and pitch-to-feather, this section investigates
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the impact of these control systems on the structural loads. A profound under-
standing of the structural loads is needed to optimise the design to reduce the
capital cost of wind turbines, and to guarantee a safe operation at high wind
speeds. The increasing size of wind turbines over the past decade has made
fatigue loads a critical issue in the construction of wind turbines. Higher sys-
tem reliability and considerable cost reduction, i.e., material and maintenance
costs, can be achieved by reducing the fatigue loads. According to [33], a
load mitigation of 10% - 20% may bring considerable savings for the main
components, such as the blade, tower and drivetrain. Additionally, the loads on
the structure of the wind turbine must be estimated to ensure a safe operation
throughout its lifespan, especially in strong and gusty winds. The extreme wind
conditions can lead to an accumulated fatigue damage of the blades.

The impact of the control system on the structural loads of the blades and
tower is calculated by using FAST in uniform and realistic winds, including
turbulence. The blade root bending moments, i.e., flapwise and edgewise
moments, and tower base bending moments, i.e., fore-aft and side-to-side
moments, are monitored. The blade flapwise moments and the tower fore-aft
moments are caused by the thrust forces, which tend to deflect the blades and
tower in the downwind direction. The blades edgewise moments and tower
side-to-side moments stem from the tangential forces which tend to bend the
blades and tower in the rotor plane.

Figure 4.13 and 4.14 compare the mean load and amplitude of the cyclic
component of the blade root and tower base bending moment of the SWRT
turbine in uniform and turbulent winds, respectively. In high wind speeds,
the mean load on the blades of the pitch regulated wind turbine is reduced
compared to the stall controlled wind turbine, in which the mean load rises
when increasing the wind speed. The mean load difference is considerably
larger at cut-out wind speed, which is an advantage to mitigate the loads when
the turbine brakes bring the rotor to a standstill. As it can be observed in these
figures, the blades edgewise and flapwise moments amplitude increases when
the wind turbine operates as a stall regulated wind turbine. Therefore, the
blades experience higher fatigue loads compared to the pitch regulated turbine.
However, the stall control has a reduction effect on the tower fatigue loads in
a downwind direction. As shown, the tower base fore-aft bending moment
reduces in the pitch-to-stall concept, while the side-to-side moment increases.
The explanation of load reduction on the tower is because of increasing the drag
loading, and hence the thrust loading, on the turbine in stall mode. Though the
thrust loads are higher in pitch-to-stall, they become more stable and are less
sensitive to pitch angle changes.

Figure 4.15 compares the mean load and amplitude of the blade root and
tower base bending moment of the UAE turbine in uniform wind. The wind
speed is increased stepwise with the time interval of 30 seconds, and the ampli-
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tude of the fatigue load is calculated after the initial transition phase, i.e., when
the load is stabilised at the corresponding wind speed. As illustrated in this
figure, the pitch-to-stall control lightens the fore-aft bending loads on the blade
compared to the pitch-to-feather control, which extends the fatigue loads on the
blades in higher wind speeds. However, the tower base of the stall regulated
wind turbine experiences a higher fatigue load in the downwind direction. The
control systems have an opposite impact on in-plane loads compared to the out-
plane loads. The blade edgewise moment of a stall regulated wind turbine is
higher than the pitch regulated wind turbine. However, the towers side-to-side
moment of the stall regulated wind turbine is reduced compared to the same
wind turbine operating as a pitch regulated wind turbine. Comparing the pitch
and stall control, it is observed that, in the stall control, the structural loads
initial transition occurs in a longer time. Figure 4.16 reflects alternating com-
ponents of moments on the structure of the UAE turbine operating in turbulent
wind. Despite the mitigation effect of stall control on the blades root flapwise
moment in uniform wind, the alternating component of the blade root loads
increases in turbulent wind, i.e., flapwise and side-to-side fatigue loads. How-
ever, the tower experiences lower fore-aft fatigue loads in the turbulent wind,
while the amplitude of side-to-side moment increases. One can notice that the
difference in blade loading between pitch-to-stall and pitch-to-feather is much
smaller for the SWRT wind turbine. This load reduction on the structure stems
from a more stable thrust loading in the stall mode, where the tower fore-aft
and blade flapwise moments are less sensitive to pitch variation.

Figure 4.17 compares the amplitude of the cyclic components the blade root
and tower base bending moments of the WP turbine in uniform wind. As shown
in this figure, the pitch-to-stall control has an inconsistent effect on the blade
fatigue loads, and the amplitude of the flapwise moment significantly increases
at a certain range of wind speeds, i.e., the range of 18-25 m/s. Also, the blades
of the stall regulated wind turbine experience higher side-to-side fatigue loads
at high wind speeds compared to the pitch regulated wind turbine. Comparing
the tower moments of the WP turbine operating with pitch and stall control,
it is observed that pitch-to-stall control magnifies the tower base fore-aft and
side-to-side fatigue loads. The tower base and the blade rood moment of the
WP turbine are also monitored in turbulent wind. Figure 4.18 compares the
magnitudes of the alternating components of the blade root and tower base
bending moments of the WP turbine in turbulent wind. A significant increase
in the tower fore-aft fatigue load of the stall regulated turbine tower can be
observed, caused by resonances due to negative damping which is known to
occur in stall operation [34]. Moreover, pitch-to-stall control magnifies the
side-to-side fatigue loads of the tower base.
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Figure 4.13: Comparison of the fatigue loads on the structure of
the SWRT wind turbine operating with pitch-to-stall and pitch-to-
feather control in the whole wind speed range.
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Figure 4.14: Comparison of the fatigue loads on the structure of
the SWRT wind turbine operating with pitch-to-stall and pitch-to-
feather control in the turbulent wind.
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Figure 4.15: Comparison of the fatigue loads on the structure of
the UAE wind turbine operating with pitch-to-stall and pitch-to-
feather control in the whole wind speed range.
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Figure 4.16: Comparison of the fatigue loads on the structure of
the UAE wind turbine operating with pitch-to-stall and pitch-to-
feather control in the turbulent wind.
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Figure 4.17: Comparison of the fatigue loads on the structure of
the WP wind turbine operating with pitch-to-stall and pitch-to-
feather control in the whole wind speed range.
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Figure 4.18: Comparison of the fatigue loads on the structure of
the WP wind turbine operating with pitch-to-stall and pitch-to-
feather control in the turbulent wind.
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4.4 Conclusion and discussion

In this article, a comparative analysis was carried out between pitch-to-feather
and pitch-to-stall control, in order to investigate the potential benefits of stall
control for HAWTs. The impact of these different control schemes was in-
vestigated in terms of dynamic performance under turbulent flows, structural
loading, and pitch system behaviour for three HAWTs with different blade de-
signs, i.e., untwisted, stall-regulated, and pitch-regulated blades. A control
system was designed to control the wind turbine in the whole operating region
(II,III, and IV). An MPPT algorithm was applied to maximise the power coeffi-
cient in the low wind region. To validate the control systems performance with
gain scheduling based on aerodynamic sensitivity, the dynamic response of the
wind turbines was monitored in the whole wind speed range. The dynamic
performance of the wind turbines was tested in a realistic operating condition in
the presence of three-dimensional turbulent wind fields. Moreover, the oscillat-
ing movements of the blade pitch system were compared by performing cycle
analysis. Considering the results, the following conclusions can be drawn:

• Pitch-to-stall control reduces the rotor speed oscillations and power tran-
sients, as compared to pitch-to-feather, for the SWRT and UAE wind
turbines with untwisted and stall-regulated blade designs, respectively.

• Pitch-to-stall control reduces the fore-aft fatigue load on the tower, as
compared to pitch-to-feather, of the wind turbines with untwisted and
stall-regulated blade designs.

• For SWRT and UAE wind turbines, pitch-to-stall control decreases the
flapwise moment on the blades in uniform wind, and stabilises it in tur-
bulent wind. However, the amplitude of the cycling component increases
in turbulent wind.

• Pitch-to-stall control magnifies the side-to-side tower fatigue loading
and the blades flapwise and edgewise fatigue loads in turbulent winds.
However, the difference with pith-to-feather control is minimised for the
UAE wind turbines due to its stall-regulated blade design.

• Although the pitch-to-stall control reduces the summed blade pitch move-
ments of SWRT and UAE wind turbines, the pitch movements with small
amplitude oscillation increases, which increases the risk of wear in the
rolling contacts of the blade bearings.

• Pitch-to-stall control has a negative impact on the WP wind turbine
(with pitch-regulated blade design) in terms of dynamic performance
and structural loading.
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To conclude, pitch-to-stall control has the most positive impact on HAWTs
with a stall-regulated blade design in terms of dynamic performance and fore-
aft tower loading in turbulent wind, with a minimum increase of the blades
flapwise moment. However, it should be considered that although pitch-to-stall
control reduces the summed blade pitch movements, it increases the risk of
surface damage in the blades bearing due to the oscillating movements with a
small amplitude.

4.5 Appendix: Blade characteristic of wind turbine
models

Table 4.3: Aerofoil distribution and twist angle of untwisted, stall-
regulated, pitch-regulated blades

SWRT 10 kW UAE 20 kW WP 1.5 MW
Blade radius (m) Twist angle (°) Aerofoils Blade radius (m) Twist angle (°) Aerofoils Blade radius (m) Twist angle (°) Aerofoils

0 2 SH3052 0 0 cylinder 0 11.1 cylinder
0.0865 0 SH3052 0.136 0 cylinder 1.108 11.1 cylinder
0.432 0 SH3052 0.448 -0.098 cylinder 3.325 11.1 S818
0.605 0 SH3052 0.8 19.423 S809 5.541 11.1 S818
0.779 0 SH3052 1.076 14.318 S809 7.758 11.1 S818
0.952 0 SH3052 1.277 10.971 S809 9.975 8.38 S818
1.125 0 SH3052 1.495 8.244 S809 12.191 6.35 S818
1.298 0 SH3052 1.713 6.164 S809 14.408 4.33 S818
1.471 0 SH3052 1.914 4.689 S809 16.625 2.85 S825
1.644 0 SH3052 2.116 3.499 S809 18.841 2.22 S825
1.817 0 SH3052 2.334 2.478 S809 21.058 1.58 S825
1.990 0 SH3052 2.552 1.686 S809 23.275 0.95 S825
2.164 0 SH3052 2.753 1.115 S809 25.491 0.53 S825
2.337 1.6 SH3052 2.954 0.666 S809 27.708 0.38 S825
2.510 3.2 SH3052 3.172 0.267 S809 29.925 0.23 S826
2.596 3.2 SH3052 3.390 -0.079 S809 32.141 0.08 S826

3.591 -0.381 S809 33.25 0.08 S826
3.792 -0.679 S809
3.968 -0.933 S809
4.144 -1.184 S809
4.345 -1.466 S809
4.521 -1.711 S809
4.597 -1.815 S809
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Chapter 5

Demand response operation of
hybrid systems

Carbon dioxide emission reduction and increasing integration of renewables
into the power system are the challenging solutions to combat global warming
and climate change. On the one hand, the power systems’ flexibility needs to
be extended with the increasing penetration of renewables into the grid due
to its variability and inertia-less characteristics. In a system with a high pen-
etration of renewables and inadequate flexibility, renewable power generation
is curtailed to maintain grid stability and reliability. On the other hand, the
emerging technologies for direct conversion of CO2 to value-added chemicals
are energy-intensive processes and represent low economic viability. Therefore,
renewables, CCU based processes and power systems form an interconnected
system in which the elements have a considerable impact on each other. In
this complex techno-economic system, the sustainable solution would be the
optimal collaborative operation of the elements. The cooperative operation of
renewables and CCU based processes based on the grid condition can tackle
three challenges at the same time:

1. Carbon dioxide emissions are reduced by utilising a CCU based process.

2. The chemical plant is operated by renewable power, reducing the energy
costs of the chemical plant.

3. The cooperative approach can support the power grid by using the chemi-
cal process as a buffer, allowing the integration of more renewable energy
sources into the power system.

Given these advantages, the chemical industry can play a key role in accelerating
the transition towards a low carbon future. However, the uncertain behaviour of
renewable resources and the energy market has a considerable impact on system
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reliability. Therefore, stochastic optimisation techniques are required to deal
with these uncertainties and support optimal operating/investment decisions.

This chapter proposes a cooperative control strategy for the flexible
operation of the chemical process coupled with renewable energy sources.
CO2-based chemical processes can offer a vast potential of new forms of
flexible operation using storage capabilities and adaptive control design. Based
on the proposed control scheme, wind turbines in all operating regions provide
the power input of a CCU based chemical plant. An optimal cooperative
two-stage stochastic programming model is formulated for a novel flexible
operation strategy of the chemical process coupled with wind turbines. The
collaborative decision model is developed to ensure optimal energy sharing
among the chemical plant, wind energy, and the grid requirements under
variabilities and uncertainties. Wind turbines are connected to the grid and
actively participate in the day-ahead energy and reserve markets, considering
the chemical plant as a buffer. Therefore, a day ahead pricing system is
considered for scheduling the power consumption and reserve capacity by
optimal FCR contribution to shift demand from peak to non-peak intervals.
The designed architecture allows the coupling of detailed dynamic models to
assess the proposed optimisation framework and the operational restrictions.
Furthermore, an equivalent scenario-based model of the proposed optimisation
problem is suggested using the Group Method of Data Handling (GMDH) for
a data-driven prediction of stochastic variables.

The contents of this chapter have been submitted to IEEE Transactions on
Sustainable Energy where it is currently under review.
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Abstract Improving power system flexibility by responsive demand is essential
for integrating wind energy with a high level of variability in power systems.
Carbon dioxide-based chemical processes as energy-intensive industrial loads
may offer a vast potential of new forms of flexible operation due to their exist-
ing control infrastructure and storage capabilities. However, a collaborative
decision model is needed for optimal energy sharing among the chemical plant
and the grid under the variations and uncertainties of wind power. This study
develops an optimal cooperative two-stage stochastic programming model for
a novel flexible operation strategy of the chemical process coupled with wind
turbines. Based on the proposed control scheme, the wind turbines’ available
power in partial and full load regions provides the power input of a carbon
dioxide-based chemical plant. Wind turbines are connected to the grid and
actively participate in the day-ahead energy and reserve markets, considering
the chemical plant as a source of flexibility. The designed architecture allows
the coupling of detailed dynamic models to assess the proposed optimization
framework and the operational restrictions. An equivalent scenario-based
model of the proposed optimization problem is suggested using the Group
Method of Data Handling (GMDH) for a data-driven prediction of stochastic
variables. Simulation results demonstrate the effectiveness and significance
of the proposed approach for an optimal and cooperative contribution in the
ancillary market of a carbon dioxide-based chemical plant supplied by wind
energy.

5.1 Introduction

the global energy consumption has dramatically increased since the industrial
revolution. During the nineteenth century, the excessive use of fossil fuels
such as coal, natural gas, and oil has significantly added an extreme amount of
carbon dioxide and other greenhouse gases to the atmosphere. The excessive
emission of carbon dioxide subsequently results in global warming and other
severe environmental problems. The Paris Agreement global framework for
avoiding climate change has set out targets to minimize carbon dioxide emis-
sion [1]. The European Union (EU) has also conducted a schedule for Europe’s
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neutral climate till 2050 by supporting the sustainable expansion of renewable
energy and Carbon Capture and Utilization (CCU) technologies. This policy
makes Europe a global leader in tracking the record of decarbonizing power
systems [2]. Currently, wind energy has the most extensive contribution to
the EU’s renewable energy production and is responsible for providing up to
759 TWh by 2030, which will be 23% of the total electricity request [3]. The
EU has decided to reduce its net greenhouse gas emissions by at least 55% by
the end of this decade before eventually attaining net-zero by 2050 [4]. The
EU’s regulations ensure the development of technologies that make it possi-
ble to integrate the energy produced from renewable sources into CCU based
processes.

CCU processes require access to H2 as a raw material to synthesize added
value chemicals such as polyols, polyurethane, formic acid, methane, and
methanol [5,6]. H2 can be obtained from water electrolysis or biomass gasifica-
tion using electricity sources. However, electrolysis has a significant electricity
consumption rate in these processes, known as an indication of high operating
costs. Thus, it is highly recommended for CCU processes to have access to
low-cost renewable energy to significantly decrease their costs and increase
market competitiveness, considering both environmental and economic points
of view [7, 8]. Many studies have considered opportunities for integrating
CCU processes with renewable energy sources [7, 9–11]. [12] used methanol
production via carbon dioxide hydrogenation as a case study to conceptually
analyze the flexibility of chemical processes that can operate with a varying
load, while meeting a reliable production target. This study reveals evident
potential advantages of process flexibility under a high penetration level of re-
newable energy. Although chemical processes conventionally prefer to operate
at a steady-state with a constant load, combining variable renewable energy can
be addressed by optimal coordination between flexible energy generation and
flexible chemical production [13, 14].

Coupling CCU processes with variable renewable sources is an efficient
path to decrease greenhouse gas emission rates. However, few studies look
into the potential role of these sources in power system flexibility and demand
response. Nevertheless, integrating CCU processes with renewables can be
complementary with energy storage devices for surplus electricity generation
and even an adequate resolution to provide grid balancing services. In [15], a
case study for the UK and Spain is presented to use methanol and hydrogen
as chemical storage compounds for wind and solar energy. The study used
nonlinear programming to solve a trade-off between investment and production
capacity. In [16], an optimal integration of renewable-based processes for
several products is studied. However, no proposal with a relevant business
model and actual power market operation is reported in this study. In [17],
a flexible operation strategy is proposed for formic acid synthesis providing
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frequency containment reserve in smart grids. In [18], the requirements needed
for an environmentally and economically viable methanol producing carbon
dioxide utilization process explored for participating in the energy system
with consideration of the day-ahead or intraday bidding system, including the
seasonality of wind.

The flexibility of the power system has become essential with an evolving
electricity market landscape to cancel the effects of uncertainties and variabil-
ities that are evident due to the increased penetration of renewable energy in
the energy mix [19, 20]. Therefore, a collaborative energy-sharing strategy is
required for CCU processes coupled with renewables to actively participate in
the ancillary services such that the power system can accommodate even the
most extensive deviation range of uncertainties. This solution can significantly
accelerate the integration of intermittent electricity sources, assist demand
flexibility, and decrease the dependence on renewables support schemes [21].

Although little attention is shown to the capacity of CCU processes cou-
pled with renewables in demand response and grid balancing services, several
studies suggest a collaborative energy-sharing optimization model among other
responsive demands with flexible operation, the power grid and renewable en-
ergy. [22] proposed a controlled electric vehicle charging strategy to optimize
the peak-valley difference of the grid, considering the regional wind and pho-
tovoltaic (PV) power outputs using probabilistic models. In [23], a stochastic
model based on chance constraints is suggested for network congestion man-
agement in the day-ahead power market with consideration of the uncertainty
of wind power and demand-side response in order to determine the optimal
daily dispatch of generators and loads, and to minimize the risk of transmission
congestion. In [24], a two-stage energy sharing framework is proposed for a
new prosumer microgrid with renewable energy generation, multiple storage
units, and load shifting. The proposed robust energy sharing schedule reveals
the potential to overcome the uncertainties of market prices and renewable
energy.

The main contribution of this study is an optimal cooperative strategy for
the flexible operation of a carbon dioxide-based chemical process synthesiz-
ing formic acid connected to a wind energy source that actively participates
in the day-ahead energy and reserve markets. The significance of the energy
sharing concept in the proposed arrangement is explored in which wind tur-
bines can support the power grid while delivering the energy consumption
of the process based on economic viability and the plant owners’ willingness
under different scenarios and system actions. The total profit is maximized
by an optimal contribution of the wind power in the electricity/reserve market
and/or by producing formic acid. Maximization of profit as the optimization
criterion resolves the bidding strategy that should be set before the day-ahead
market’s closure. Therefore, a two-stage stochastic optimization framework



i
i

i
i

i
i

i
i

138 Demand response operation of hybrid systems

is suggested, considering the likelihood of different scenarios of wind power
and grid demand for the day ahead. Thus, the chemical plant baseload can
be decided while (1) maximizing the share of electricity/reserve offering to
the market, considering stochastic behavior of wind and grid frequency in a
day ahead, and (2) maximizing the formic acid production and CO2 capture,
guaranteeing the profitability of the process and the decarbonization policy.

The article is structured as follows: Section II introduces the wind turbine
and chemical plant models. Section III formulates the methodology and op-
timization problem based on wind and grid frequency prediction. Section IV
provides an overview of the outcomes and results, while Section V presents a
discussion and conclusions.

5.2 System description

This section describes and illustrates the wind turbine model and the design of
the flexible CCU based chemical process. Fig. 5.1 gives a general overview of
the system under study. Wind power is allocated close to the chemical process,
which captures carbon dioxide and produces formic acid. The system is also
connected to the power grid and can deliver ancillary services for grid balanc-
ing. The chemical plant’s baseload and the share of Frequency Containment
Reserve (FCR) [25] should be determined based on the available wind power,
electricity/reserve prices and the marginal profit of formic acid production,
taking into account the variability of wind energy and grid frequency within a
scenario-based stochastic framework. In what follows, the system component
models will be described in more details. These models will be used to validate

Wind power

Formic acid

Power grid

CCU based chemical process

Grid balancing services 
(energy/reserve market)

Flexible 
operation

Figure 5.1: Overview of the hybrid system.
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the proposed optimization strategy under different operational conditions.

5.2.1 Wind turbine model

The wind energy source in this article consists of two NREL 5MW wind
turbines [26]. The NREL 5MW baseline wind turbine model is implemented
and coupled to a generator and converter model. The generator is a direct-drive
PMSG, which is modeled with an equivalent scheme in the rotating reference
frame, as presented in [27]. The efficiency curve is included in the model as
a function of different operating points [28]. As shown in Fig. 5.2, the wind
turbine operating mode depends on the wind speed. Three operating regions
can be defined. In the partial load region, where the wind speed is below the
rated value, the pitch angle is kept in an optimal position, and the generator-
torque controller aims to maximize power capture by means of Maximum Power
Point Tracking (MPPT). The transition zone can be considered as an extension
of the first zone. In this region, the primary objective is to regulate generator
speed at rated power by using pitch control. The blade-pitch controller aims
to regulate the generator speed at its rated value in the full load region, where
the wind speed is above the rated value. Proportional integral (PI) controllers
are used for the pitch and torque control systems. The used control system is
discussed in more detail in [29, 30]. The total electrical power obtained from
each wind turbine can be expressed as:

𝑃wt =
0 , 𝑣w < 𝑣

𝑐𝑖
w

1
2
𝜌𝜋𝑅2𝑣3

w[g[c𝐶
max
𝑃 (_opt, \opt) , 𝑣𝑐𝑖w ⩽ 𝑣w ⩽ 𝑣

𝑛
w

1
2
𝜌𝜋𝑅2𝑣3

w[g[c𝐶𝑃 (_, \) , 𝑣𝑛w ⩽ 𝑣w ⩽ 𝑣
𝑐𝑢
w

(5.1)

where the air density is represented by 𝜌, the blade length is indicated by 𝑅
and the wind speed is denoted by 𝑣w. 𝐶𝑃 represents the power coefficient as a
function of the tip speed ratio _ and the blade pitch angle \. The generator and
converter efficiency are characterized by [g and [c, respectively, which vary
depending on the operating point.

In order to obtain the realistic power curve of the wind turbine, the turbine
is operated under different wind conditions, i.e., mean wind speed and turbulent
intensity, and the power out pout of the wind turbine is measured. The data
points are obtained from 20 simulations over 200 minutes for mean wind speeds
of 5 to 20 m/s and turbulence intensity of 10 to 20%. After data preprocessing
and eliminating the outliers that exist due to turbulence, a cubic polynomial
curve fitting is used to fit the wind turbine power curve, which can be defined
as:
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𝑃wt =


0 , 0 < 𝑣w < 𝑣

𝑐𝑖
w

𝑎 𝑣3
w + 𝑏 𝑣2

w + 𝑐 𝑣w + 𝑑 , 𝑣𝑐𝑖w ⩽ 𝑣w ⩽ 𝑣
𝑛
w

5 , 𝑣𝑛w ⩽ 𝑣w ⩽ 𝑣
𝑐𝑢
w

(5.2)

where 𝑣ci
w, 𝑣cu

w and 𝑣n
w are respectively the cut-in, cut-out and rated wind speeds

in m/s. 𝑃wt is a wind turbine electrical power in MW. 𝑎, 𝑏, 𝑐 and 𝑑 are the
parameters of a cubic polynomial fitted to the data. The parameter values are:

𝑣ci
w = 3, 𝑣n

w = 11.9, 𝑣cu
w = 25 (5.3)

𝑎 = 0.0019, 𝑏 = 0.0227, 𝑐 = −0.1140, 𝑑 = 0.1359

A piecewise linearization is employed to divide the nonlinear function of
two wind turbines into several linear sections as follows:

Figure 5.2: 5MW wind turbine power curve.
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𝑃wt =



0 if 𝑣w < 𝑣
ci
w

0.1152 · 𝑣w − 0.2961 if 𝑣ci
w ≤ 𝑣w < 4

0.2062 · 𝑣w − 0.6601 if 4 ≤ 𝑣w < 5
0.3086 · 𝑣w − 1.1721 if 5 ≤ 𝑣w < 6
0.4224 · 𝑣w − 1.8549 if 6 ≤ 𝑣w < 7
0.5476 · 𝑣w − 2.7313 if 7 ≤ 𝑣w < 8
0.6842 · 𝑣w − 3.8241 if 8 ≤ 𝑣w < 9
0.8322 · 𝑣w − 5.1561 if 9 ≤ 𝑣w < 10
0.9916 · 𝑣w − 6.7500 if 10 ≤ 𝑣w < 11
0.8425 · 𝑣w − 5.1100 if 11 ≤ 𝑣w < 𝑣

n
w

5 if 𝑣n
w ≤ 𝑣w ≤ 𝑣cu

w

(5.4)

5.2.2 Chemical plant model

The chemical process under study produces formic acid by thermo-catalysis
through hydrogenation of CO2 over heterogenised ruthenium catalysts. Formic
acid is a basic chemical that finds use in a variety of applications such as
leather and rubber production, textiles, pharmaceuticals, preservatives and an-
tibacterial agents in livestock feed. Fig. 5.3 shows the process flow diagram
for conversion of CO2 and H2 to formic acid based on the process developed
in [31]. The synthesis process comprises five sections: (I) the compression
stage of H2 and CO2, (II) the reaction stage, (III) the formic acid enrichment
stage to concentrate the reactor product, (IV) the amine exchange stage and (V)
the distillation stage for formic acid formation and purification. The process
uses 2464 kg/h of CO2 and 112 kg/h of H2 to produce 10 kt/yr of formic acid.
In this model, it is assumed that the captured CO2 is available at atmospheric
pressure. Therefore, a compression stage is required to increase the pressure
up to the optimal operating pressure of the reactor. The required H2 is supplied
by a 5.79 MW Polymer Electrolyte Membrane (PEM) electrolyser. The CO2
and H2 are pressurized before feeding into the reactor. In the reaction stage,
CO2 is hydrogenated in the presence of theritelamin (Et3N) to drive the ther-
modynamically limited equilibrium of the hydrogenation via the formation of
a stable adduct, Et3NH+:HCOO− [32]:

CO2(g) + H2(g) −→ HCOOH(aq) (5.5)
CO2(g) + H2(g) + Et3N(aq) −⇀↽− Et3NH+:HCOO– (aq) (5.6)

The liquid stream from the catalytic reactor is fed into the evaporator to
concentrate the Et3NH+:HCOO− adduct at an Acid to Amine Ratio (AAR)
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-

Figure 5.3: Process flow diagram.

of 2.3 by removing water and excess triethylamine, which allows the amine
exchange in the next stage. Since the Et3NH+:HCOO− adduct can not be directly
separated into formic acid and triethylamine, the concentrated Et3NH+:HCOO−

is combined with n-butyl imidazole (nBIM) to form nBIMH+ : HCOO− [33].
Then, the product is introduced into a separation column to produce pure formic
acid according to reactions (3.3) and (3.4):

Et3NH+:HCOO– (l) + nBIM(l) −⇀↽− nBIMH+:HCOO– (l) + Et3N(l) (5.7)
nBIMH+:HCOO– (l) −→ HCOOH(l) + nBIM(l) (5.8)

A dynamic model of the chemical process is developed to represent the
process dynamics under flexible operation. In this process, the PEM electrol-
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yser and compression stages are selected as the main electrical components
to provide flexibility due to their fast dynamic response and significant power
consumption. Therefore, the dynamic model is developed based on the fast
dynamic response of the PEM electrolyser and the compressors, while monitor-
ing the impact on the subsequent stages. The process elements are individually
modelled in Matlab/Simulink. Then they are integrated to build a complete
model of the synthesis process. A Randles-Warburg (RW) impedance equiva-
lent is used to model the electrochemical dynamics of the PEM electrolyser.

Hydrogen and carbon dioxide input streams are pressurized in two separate
compression stages to reach the reactor pressure of 120 bar. The compression
stages are first modelled in Aspen HYSYS to determine the required specifica-
tions to reach the desired pressure level at the reactor, i.e., the number of stages
and the size of the compressors. Then, the compressors are modelled based
on the acquired data, and they are coupled with models of Permanent Magnet
Synchronous Motors (PMSM) with a variable speed drive to enable the com-
pressors to operate at variable speeds. The dynamic model of the PMSMs is
developed in the rotating 𝑑−𝑞 synchronous reference frame, including copper
losses, iron losses and armature reaction effects [27]. The compressors are
modelled based on the compressor’s mechanical dynamics using the first-order
equation of motion, including rotational inertia and the compressor and motor
torques. The variable-speed operation is performed by regulating the motor
torque by using field-oriented control, and the corresponding output pressure
and temperature at each rotational speed is obtained by using an approximation
of the compressor performance map. The reactor model is developed based
on the data available in [31], assuming a constant ratio of CO2 and H2 at the
reactor. Based on the developed model, the formic acid production is obtained
as a function of the power consumption of the process 𝑔(𝑃fa(𝜔)):

𝑔(𝑃Fa(𝜔)) = −31.79 · 𝑃Fa(𝜔)2 + 433.16 · 𝑃Fa(𝜔) − 61.97 (5.9)

where 𝑔 is the numerical value of the formic acid production expressed in kg/h.
This function is piecewise linearized, resulting in:

𝑔(𝑃Fa(𝜔)) =

368.65 · 𝑃Fa(𝜔) − 35.28, if 0.57 ⩽ 𝑃𝐹𝑎 (𝜔) < 1.44
313.50 · 𝑃Fa(𝜔) + 44.54, if 1.44 ⩽ 𝑃Fa(𝜔) < 2.31
258.35 · 𝑃Fa(𝜔) + 172.27, if 2.31 ⩽ 𝑃Fa(𝜔) < 3.18
203.01 · 𝑃Fa(𝜔) + 348.50, if 3.18 ⩽ 𝑃Fa(𝜔) < 4.05
147.82 · 𝑃Fa(𝜔) + 527.18, if 4.05 ⩽ 𝑃Fa(𝜔) < 4.92
92.75 · 𝑃Fa(𝜔) + 843.21, if 4.92 ⩽ 𝑃Fa(𝜔) < 5.79

(5.10)
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Figure 5.4: Control system for flexible operation of the PEM
electrolyser and the CO2 and H2 compression stages.

In order to facilitate the cooperative operation of the CCU based process
with wind energy, a control design is needed to enhance the process flexibly at
the operational level. The control system must be able to track the reference
power while maintaining the process efficiency at the desired level. Fig. 5.4
illustrates the proposed control scheme for flexible operation of the process.
The primary control loop tracks the power signal by regulating the power
consumption of the PEM electrolyser. The secondary control loop follows the
primary controller and regulates the compressors’ speed to maintain the correct
hydrogen and carbon dioxide ratio, and the optimal pressure and temperature
at the reactor. The simulation results show the propose control system enables
the dynamic operation of the process while maintain the optimal operating
condition for the CO2 conversation reaction [17].

5.3 Optimization problem formulation

The decision-making of the proposed stochastic optimization framework con-
sists of two objectives. The first objective is to determine the strategic bidding
for the scheduled electricity and reserve quantity in the day-ahead market.
The second objective is to optimize the formic acid production the next day,
satisfying the scheduled bidding quantities as much as is feasible. Once the
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participant decides the bidding quantity, it will not be allowed to change its
decision on the next day against the signed corresponding transaction agree-
ment. Therefore, a two-stage stochastic optimization process is formulated to
support decision-making during the different stages and periods. The two-stage
stochastic energy sharing model allows the participant in the first stage to make
an optimal decision considering the day-ahead electricity and reserve transac-
tions while optimizing tomorrow’s real-time chemical plant operations. In the
second stage, the deviation from the promised reserve quantities will be com-
pensated by upward or downward reserves provided by the chemical plant. The
central assumption is that the decision-maker can estimate the expected value
of possible scenarios related to wind speed and grid frequency when offering
its bidding quantity in the day-ahead electricity/reserve market. On the next
day, the decision-maker then optimizes the baseload of formic acid production
based on available wind power and grid frequency. Fig. 5.5 shows the coopera-
tive strategy for energy sharing among formic acid production 𝑃Fa(𝜔), and the
power injected into the grid 𝑃𝑔 (𝜔). This includes both electricity 𝑃𝑒 (𝜔) and
reserve quantities for upward 𝑃+

𝑟 (𝜔) and downward 𝑃−
𝑟 (𝜔) regulation. As the

flexible operation region illustrates in Fig. 5.5, the available reserve margin can
be allocated to both formic acid production and the electricity market based on
grid frequency and the Transmission System Operator’s (TSO) demand.

Grid

Chemical process

Fl
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tin

g
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Figure 5.5: Cooperative strategy for energy sharing.
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5.3.1 Scenario analysis and time-series prediction

One of the main issues in the decision-making of power systems is how to
estimate the uncertainty and variability nature of wind power and how this
variability can be incorporated into optimization modeling. The bidding de-
cision variables in the day-ahead market are selected based on possible wind
speed scenarios and average expected grid frequency. However, in stochas-
tic programming, the run-time highly depends on the number of scenarios.
Therefore, an efficient scenario reduction approach is required to reduce the
computational time required for simulating a large number of cases over a
year. In [34], the advantages of incorporating a deep learning-based time-
series forecasting method into a multistage stochastic programming framework
are discussed. In this study, as Fig. 5.6 shows, the Group Method of Data
Handling (GMDH) is used as a deep learning method to estimate the likeli-
hood of four wind scenarios, which their occurrence has a major impact on
the bidding strategy. The GMDH employs a combination of quadratic and
higher polynomial functions in a particular number of layers and maps input
features to the expected output by creating a multistage nonlinear pattern [35].
In this study, the GMDH is mainly used as a prediction tool to overcome the
difficulties of adequately selecting the other neural network-based structures,
which usually require many try/error attempts or evolutionary algorithms to
find the optimal tuning parameters. The structure of the GMDH network can
be created automatically, only based on prepared training and testing data sets.
Moreover, since the GMDH is a self-organizing algorithm that gradually sorts
out complicated polynomial models and selects the best solution using the ex-
ternal criterion, it usually needs less training data to overcome the prediction
problem.

As mentioned, reducing the number of scenarios representing the under-
lying uncertainty is often essential to finding efficient numerical solutions.
Finding a smaller subset of scenarios reduces the numerical complexity while
keeping the error at an acceptable level. Therefore, a computationally efficient
methodology is used to tackle the scenario reduction problem. A clustering
method based on the K-means algorithm is used to partition the scenario sets.
Each cluster represents the scenario that best mirrors the conditional objec-
tive values for that specific operational condition. Four scenarios are foreseen
based on wind speed distribution to cover all the wind turbines operating re-
gions gradually. The wind speed is above the rated value in the fourth scenario
𝜔4. Therefore, the surplus power is consumed by the formic acid plant, which
results in further CO2 capture. In the first scenario 𝜔1, wind power is less
than half of the maximum capacity of the chemical process. In the second
and third scenarios 𝜔2 and 𝜔3, the wind speed is below the rated value and
above the maximum capacity of the chemical process. Furthermore, the grid
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frequency situation can be determined by estimating the mean frequency on
a quarter-hourly basis depending on the TSO’s penalty mechanism. Using
K-means finding the mean value and considering the density of data points
located below or above nominal frequency. Fig 5.6 shows an example of the
grid frequency that seems to be occurring below the nominal value, where the
average of the central clusters outside the dead-band zone is 49.985 Hz.

Fig. 5.7 reveals the results of the wind speed and grid frequency prediction
using historical datasets over five years, i.e., from January 2015 till December
2019. The Mean, Root Mean Square Error (RMSE), Mean Square Error (MSE),
and Standard Deviation (SD) of the absolute errors are the evaluation metrics
used for assessing the results. Four scenarios are foreseen based on wind speed
distribution to cover all the wind turbines operating regions gradually. The
wind speed is above the rated value in the fourth scenario. Therefore, the
surplus power is consumed by the formic acid plant, which results in further
CO2 capture. In the first scenario, wind power is less than half of the maximum
capacity of the chemical process. In the second and third scenarios, the wind
speed is below the rated value and above the maximum capacity of the chemical
process.
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Figure 5.6: Estimating expected value of each scenario based on
day-ahead predictions of wind speed and grid frequency.
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Figure 5.7: Wind speed and grid frequency day-ahead prediction.
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5.3.2 Stochastic optimization

The bidding decision variables of electricity 𝑃sch
𝑒 and reserve 𝑃sch

𝑟 are defined
as first-stage decision variables. These should be scheduled in the day-ahead
market. The decision variables related to formic acid production 𝑃sch

Fa , elec-
tricity and reserve commitments, 𝑃𝑒 (𝜔) and 𝑃𝑟 (𝜔) respectively, are defined as
second-stage variables. The decision-maker does not need to select the formic
acid production schedule in the day-ahead but can take advantage of the plant’s
flexibility to optimize the baseload of formic acid production 𝑃𝑏Fa(𝜔) according
to the different wind speed scenarios that may occur. Therefore, the two-stage
stochastic optimization model and its constraints are formulated, based on the
above considerations, as follows:

max 𝑃sch
𝑒 · _sch

𝑒 + 𝑃sch
𝑟 · _sch

𝑟 +
E𝜔 [𝑔(𝑃Fa(𝜔)) · _Fa + Δ𝑃𝑒 (𝜔) · _Δ𝑒 + Δ𝑃𝑟 (𝜔) · _Δ𝑟 ]

(5.11)

Δ𝑃𝑒 (𝜔) · _Δ𝑒 = Δ𝑃+
𝑒 (𝜔) · _+Δ𝑒 + Δ𝑃−

𝑒 (𝜔) · _−Δ𝑒 (5.12)

𝑃𝜔 = 2 · 𝑃𝑤𝑡 (5.13)

Δ𝑃𝑟 (𝜔) · _Δ𝑟 = Δ𝑃+
𝑟 (𝜔) · _+Δ𝑟 + Δ𝑃−

𝑟 (𝜔) · _−Δ𝑟 (5.14)

𝑃sch
𝑟 = 200mHz · 𝐾 (𝐾 is droop constant) (5.15)

𝑃𝑟 (𝜔) = Δ 𝑓 · 𝐾 (5.16)

Δ 𝑓 = 𝑓𝑒 − 𝑓ref ( 𝑓ref is 50 Hz) (5.17)

where _sch
𝑒 , _sch

𝑟 and _Fa are the electricity, reserve and formic acid prices re-
spectively. E𝜔 is the probability of scenario 𝜔. Δ𝑃𝑒+(𝜔), Δ𝑃𝑒−(𝜔), Δ𝑃𝑟+(𝜔)
and Δ𝑃𝑒

+(𝜔) are additional and deficiency of power injection to the grid and
reserve provision. _−

Δ𝑒
, _+

Δ𝑒
, _−

Δ𝑟
and _+

Δ𝑟
are revenue and penalty for additional

power and reserve injected to the grid as well. In the first and second stage
of the optimization, the objective function (5.11) is subject to the following
boundary conditions:
s.t.(first stage)

0 ⩽ 𝑃sch
𝑒 ⩽ 𝑃

max
𝜔 (5.18)

0 ⩽ 𝑃sch
𝑟 ⩽

𝑃max
Fa − 𝑃min

Fa
2

(5.19)

The constraint 5.19 limits the symmetric upward and downward scheduled
power reserve to guarantee the continuous operation of electrolyzer and avoid
any start-up and shut-down time required to purge the nitrogen. s.t.(second
stage)

𝑃min
Fa ⩽ 𝑃Fa(𝜔) ⩽ 𝑃𝜔 (5.20)
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𝑃Fa(𝜔) = 𝑃𝜔 − 𝑃𝑒 (𝜔) − 𝑃𝑟 (𝜔) if 49.8 ⩽ 𝑓𝑒 ⩽ 49.99 (5.21)

𝑃Fa(𝜔) = 𝑃𝜔 − 𝑃𝑒 (𝜔) + 𝑃𝑟 (𝜔) if 50.01 ⩽ 𝑓𝑒 ⩽ 50.2 (5.22)

0 ⩽ 𝑃𝑒 (𝜔) ⩽ 𝑃𝜔 − 𝑃Fa(𝜔) (5.23)

0 ⩽ 𝑃𝑟 (𝜔) ⩽
𝑃Fa(𝜔)

2
(5.24)

Δ𝑃+
𝑒 (𝜔) = 𝑃𝑒 (𝜔) − 𝑃sch

𝑒 if 𝑃𝑒 (𝜔) > 𝑃sch
𝑒 (5.25)

Δ𝑃+
𝑟 (𝜔) = 𝑃𝑟 (𝜔) − 𝑃sch

𝑟 · Δ 𝑓 if 𝑃𝑟 (𝜔) > 𝑃sch
𝑟 (5.26)

Δ𝑃−
𝑒 (𝜔) = 𝑃𝑒 (𝜔) − 𝑃sch

𝑒 if 𝑃𝑒 (𝜔) ⩽ 𝑃sch
𝑒 (5.27)

Δ𝑃−
𝑟 (𝜔) = 𝑃𝑟 (𝜔) − 𝑃sch

𝑟 · Δ 𝑓 if 𝑃𝑟 (𝜔) ⩽ 𝑃sch
𝑟 (5.28)

The nonlinear functions 𝑃wt and 𝑃Fa(𝜔) and their piece-wise linearizations are
given in (5.3), (5.4), (5.9) and (5.10), which are discussed in detail in § 5.2.1
and § 5.2.2. The proposed two-stage stochastic optimization is solved with
both the nonlinear function of formic acid (5.9) and the linearized form (5.10).
The best results are obtained using a mixed integer nonlinear programming
(MILNP), for which the nonlinear solvers guarantee the global optimum.

5.4 Results

5.4.1 The impact of variable wind power on decision making

One of the most critical issues with the bidding strategies of the flexible de-
mand, integrated with renewable sources, is the trade-off between the power
consumption and the injection of additional renewable power into the grid. If
the decision-maker offers a too high bidding quantity, it will not satisfy grid
requirements in low wind power scenarios. It will be subject to penalties,
leading to an additional cost. However, a low bidding quantity of reserve and
electricity causes extra wind power curtailment and declines revenue. Hence,
the optimization criteria proposed in this study guarantee an offer which is a
compromise between an aggressive decision with a high bidding quantity and
a conservative decision with a low bidding quantity, considering the variability
of wind and grid frequency. Table 5.1 gives the optimal allocation of available
wind power to the electricity/reserve markets and the formic acid production
for proposed and baseline strategies. No operational flexibility and FCR pro-
vision are considered for the baseline approach, and the available wind power
is only decided to be optimally distributed between the chemical process and
the electricity market. It can be understood that the purpose strategy suggests
almost zero contribution to the electricity market on an almost windless day
when the wind speed is too low. However, a marginal reserve contribution
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Table 5.1: Optimal decision for the proposed and baseline strate-
gies in different days, various wind and frequency conditions.
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is decided since the maximum frequency deviation rises to 50.122 Hz, and
the chemical process can play a demand response role in consuming excessive
supplied power. Instead, any available wind speed will be allocated to formic
acid production. Thus, there will be a minimum formic acid production even
in the first scenario 𝜔1 when the average estimated frequency exceeds 50 Hz.
This condition does not happen so often due to some degree of correlation
between wind speed and grid frequency. Nevertheless, for the following case,
which is an almost windless day when the wind speed is between 3𝑡𝑜6𝑚/𝑠,
and the maximum frequency deviation drops to 49.948 Hz, no reserve is ar-
ranged to avoid activation penalties for the windless condition. Contrarily, a
maximum contribution in electricity and reserve markets will be selected for
windy and extremely windy days. According to Table 5.1, the results of the
proposed optimization problem for an extremely windy day show an almost
equal amount of bids for both scheduled electricity and reserve. The average
wind speed is above the rated value on a windy day, but it may also drop for a
meaningful period. Therefore, a higher contribution to the electricity market
is suggested to avoid extra penalties of the reserve that will be asked for activa-
tion, especially when the maximum estimated grid frequency is below 50 Hz.
An even more conservative policy is taken for the day, meeting variable wind
conditions. The results show that the proposed strategy effectively prioritizes
formic acid production based on available wind power over all the scenarios
and actively participates in the reserve and electricity market to enhance the
expected revenue 𝑧. At the same time, the baseline approach only guarantees
the optimal baseload of formic acid production and relatively increases the
electricity market share by rising wind speed up to the rated power (10 MW).
Fig. 5.8 shows wind variation and grid frequency situation for the first 100
days of 2019. Fig. 5.9 also shows the performance of the two-stage stochastic
programming for the same wind and frequency situation when the prices men-
tioned above are competitive, and the decision maker is willing to participate
in all the markets. It shows that whenever the wind speed is above the rated
value (11.9 m/s), the maximum reserve bidding quantity is decided, which is
half of the maximum capacity of the formic acid process, around 2.60 MW, to
satisfy the symmetric (upward and downward) FCR. However, the priority is to
produce formic acid when wind speed is expected to drop significantly. For the
expected unstable wind and variable frequency conditions, the preference is to
offer a higher electricity contribution to avoid FCR penalties in low wind speed
events. Also, in Fig. 5.9, the total income considering the proposed operational
strategy is compared with the baseline strategy, where no flexibility and reserve
contribution is supported, and the wind power is only allocated to the chemical
process and the electricity market. The average revenue is increased for the
proposed strategy compared to the baseline approach as a result of the offered
flexibility and FCR provision, especially in above-rated wind speeds.
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Figure 5.8: Wind and grid frequency behaviour for the first 100
days of 2019.

Figure 5.9: The two-stage stochastic programming performance
for the first 100 days of 2019.
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Figure 5.10: Economic efficiency considering two pricing condi-
tions.

5.4.2 The economic efficiency

Although the primary goal of the proposed two-stage stochastic programming
is to deal with wind power uncertainty, the optimization’s parameters are set to
obtain the maximum sensitivity to electricity, reserve and formic acid prices.
Fig. 5.9 shows the performance of the two-stage stochastic programming for
the first 100 days of 2019 when the prices mentioned above are competitive,
and the decision maker is willing to participate in all the markets. It shows
that whenever the wind speed is above the rated value, the maximum reserve
bidding quantity is decided, which is half of the maximum capacity of the
formic acid process, around 2.60 MW, to satisfy the symmetric (upward and
downward) FCR. However, the priority is to produce formic acid when wind
speed is expected to drop significantly. For the expected unstable wind and
variable frequency conditions, the preference is to offer a higher electricity
contribution to avoid FCR penalties in low wind speed events. Moreover,
Fig. 5.10 compares the economic efficiency of the proposed model for two
pricing conditions. First, when the reserve price is competitive to the electricity
price (_sch

𝑟 ≥ _sch
𝑒 ) and second, when the reserve price is much lower than the

electricity price (_sch
𝑟 << _sch

𝑒 ). The first pricing condition is more likely
to happen in the future of power systems without conventional plants, and the
second pricing condition represents the lowest reserve price according to market
prices in 2019. It can be witnessed that in the second pricing condition, lower
economic efficiency is achieved because the stochastic programming does not
suggest a high contribution in the reserve market, except for a couple of days,
i.e. between days 80 and 90, where the grid frequency is foreseen to go above
50 Hz. The economic efficiency improvement 𝐸𝐸 is calculated as follows:

𝐸𝐸 =
𝑍 (_𝑠𝑐ℎ𝑟 >> _𝑠𝑐ℎ𝑒 ) − 𝑍 (_𝑠𝑐ℎ𝑟 << _𝑠𝑐ℎ𝑒 )

𝑍 (𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒) × 100 (5.29)
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Estimation of 𝐸𝐸 shows the degree of freedom of the decision-maker and
explains up to what level contributes to the reserve market based on reserve
prices.

5.5 Conclusions

In this study, a two-stage stochastic programming model considering wind
power uncertainty is employed to develop an optimal cooperative framework
for the flexible operation of a CCU based chemical process as an energy-
intensive industrial load in combination with wind power. Although demand
and renewable sources are envisioned to play an essential role in the ancillary
market, offering grid balancing services in a cooperative procedure is not yet
well explored. Therefore, this paper suggests a decision-making algorithm,
which guarantees an optimal bidding strategy for the hybrid system consisting
of a CCU based process and two wind turbines, participating in the day-ahead
electricity and reserve markets. The dynamic modeling of the subsystems and
the proposed architecture of the chemical plant are presented in detail, and their
piecewise linearization is used in the optimization algorithm. The proposed
algorithm is not limited by period spans and can be applied to other markets as
well, e.g., the intraday market. Instead of generating hundreds of scenarios that
can make the optimization computationally expensive, the GMDH algorithm is
used as a deep learning time-series prediction tool for forecasting wind speed
and grid frequency in a day ahead. Accordingly, only four wind scenarios
are considered that can particularly impact the optimal bidding strategy. The
results show the significance of the proposed stochastic programming to find an
optimal decision for the bidding strategy and the formic acid production. This
approach ensures sufficient carbon-dioxide capture and an optimal provision of
FCR as vital elements towards decarbonizing the grid.
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Chapter 6

Conclusions and future research

6.1 Conclusions

This dissertation proposes different solutions to extend the flexibility of the grid,
enabling a higher-level integration of renewables and energy-intensive CCU
based processes into the power system. An optimal cooperative operation of
CO2-based processes, renewables, and the grid can provide the opportunity to
accelerate the decarbonisation and realise the low-carbon paradigm. However,
reaching an optimal collaborative approach requires new operating strategies
to support the flexible operation of the variable renewable power generation
and energy-intensive industries. The flexible operating strategies are exten-
sively researched in this dissertation. Various flexible operating approaches
are proposed in different emerging technologies, e.g., power-to-gas and CCU
processes, to support the grid on electricity supply and demand. The research
results are concluded as follows:

In chapter 2, the optimal demand response operation of power-to-hydrogen
technology was investigated for the specific case of Belgium. The techno-
economic analysis was performed for a large-scale PEM electrolyser, operating
under price-based and grid-based strategies. The PEM electrolyser was oper-
ated based on a variable electricity price by regulating the power offtake first.
In the second operating approach, the electrolyser was operated to participate in
the ancillary market by responding to grid frequency variations. Furthermore, a
dynamic model and control architecture was designed to evaluate the technical
feasibility of the optimal operating strategy. The results show that the revenue
driven from the price-based strategy could not effectively improve the eco-
nomic performance, and this strategy would not be economically viable due to
the high capital investment cost and low hydrogen selling price. The economic
analysis confirmed that offering 100 mHz symmetric FCR can bring in further
revenue from ancillary services and considerably improve the economic per-
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formance, making the power-to-hydrogen system a profitable technology. As
a result, operating the PEM electrolyser at a baseload of 55% and offering the
remaining capacity as a power reserve maximises the system profit. In order
to evaluate the controllability of the power input, the dynamic response of the
system is tested to the maximum frequency variation. Dynamic simulations
show that the PEM electrolyser has adequate flexibility to react to the grid
frequency, i.e., below five seconds, providing the opportunity to participate in
fast-paced demand response programs.

In chapter 3, a flexible operating strategy was proposed for demand re-
sponse operation of energy-intensive chemical processes developed for direct
conversion of CO2 to value-added chemicals. The feasibility of providing grid
balancing services was investigated in the form of FCR while using CO2 in a
thermo-catalytic formic acid synthesis process. In this process, the formic acid
is produced through the hydrogenation of CO2 over heterogenised ruthenium
catalysis. The proposed strategy was designed based on the collaborative oper-
ation of the PEM electrolyser and multi-stage H2 and CO2 compression trains.
A dynamic model of the process consisting of a PEM electrolyser, multi-stage
compression systems and a reactor was developed to investigate the flexible
operating strategy on the industrial-scale plant. A control architecture has been
designed to respond to the grid frequency variations through regulating the pro-
cess components, i.e., the electrolyser and compressors. A techno-economic
analysis is performed to obtain the optimal operating baseload for the flexible
operating strategy. The results show that the proposed control strategy and
the control system enable the CCU based formic acid process to provide FCR
for the grid concerning process efficiency and constraints. This is obtained by
maintaining the optimal operating parameters, i.e., flow rate ratio, pressure and
temperature, at the reaction stage through the collaborative operation of pro-
cess components. The control system enhances the flexibility of the process for
FCR provision, and it is designed robustly for different operational conditions
and grid frequency variations. Moreover, the techno-economic optimisation
showed that providing FCR is a valid option to create additional revenue and
improve the economic performance of the process.

In chapter 4, the potential benefits of the pitch-to-feather and pitch-to-stall
control strategies were investigated for the flexible operation of HAWTs to
provide ancillary services for the grid. A comparative analysis was performed
to investigate the control performance and the impact on the HAWTs’ structure
and pitch mechanism under different wind conditions. Three HAWTs with
different blade designs are studied, i.e., untwisted, stall-regulated, and pitch-
regulated blades. A control system consisting of pitch and torque control was
designed to control the wind turbine in the whole operating region, coping with
the nonlinearity of the system and the intermittent nature of wind. The dynamic
response of the wind turbines was examined in the whole wind speed range
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and realistic operating conditions considering the nonlinearity of atmospheric
turbulence simulated by three-dimensional turbulent wind fields. The results
show that the pitch-to-stall strategy represents less aerodynamic sensitivity in
the full load operating region. Moreover, the pitch-to-stall strategy improves
the wind turbine generator speed and power regulation with smaller pitch
manoeuvres. The pitch-to-stall control considerably reduces the summed blade
pitch movements compared to pitch-to-feather. This advantage is significant for
active power control of the wind turbine in frequency regulation to enhance the
reactivity of the wind turbine while reducing the load on the pitch mechanism.
The pitch cycle analysis showed that, despite the advantages of pitch-to-stall
control, it might increase the risk of surface damage in the blades bearing
due to the increased oscillating movements with a small amplitude. The load
analysis shows that pitch-to-stall control reduces the fore-aft fatigue load on
the tower due to the augmented aerodynamic rotor thrust. This capability is
significant to prevent negative damping for floating wind turbines, where pitch-
to-feather control reduces the platform-pitch damping mode and contributes to
large system-pitch motions. Besides the advantages of pitch-to-stall control,
it magnifies the loads on the rotor blades. However, the increased loads are
minimised for the wind turbine with a stall-regulated blade design.

In chapter 6, a flexible operating strategy was designed for a hybrid system
comprising a CCU based process and wind turbines. The strategy was de-
veloped based on the optimal renewable energy sharing between the chemical
plant and the grid. A dynamic model of a wind turbine and the chemical process
including a PEM electrolyser, compression stages and a reactor is developed
to realise the flexible operation of the system. In order to enhance the process
flexibility, a control system is designed to regulate the process components
adaptively based on the input power. Moreover, a two-stage stochastic opti-
misation model is developed to calculate the optimal bidding for the energy
and reserve markets, taking the wind power uncertainty into account. In order
to reduce the computational load of the optimisation, the GMDH algorithm is
used as a deep learning time-series prediction tool for forecasting wind speed
and grid frequency in a day ahead. Therefore, the number of wind scenarios
are reduced to four main scenarios that influence the optimal bidding strategy.
The results show that the proposed decision-making algorithm guarantees an
optimal bidding strategy for the hybrid system, participating in day-ahead elec-
tricity and reserve markets. Therefore, wind energy was successfully integrated
into the grid and supported the chemical process while offering grid balancing
services in a cooperative procedure.
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6.2 Future research

The presented research proposes techno-economic solutions to facilitate the
integration of energy-intensive CO2-based processes and wind power into the
grid. Therefore, this research can make valuable contributions in extending the
flexibility of the power system under a high penetration of renewable energy
sources. Moreover, the developed flexible operating strategy for emerging CCU
based technologies can further reduce carbon dioxide emissions in the paradigm
shift toward net-zero emissions. During this work, some other interesting
research paths were identified to be continued in future research. The most
important topics are summarised here:

6.2.1 Wind turbine control strategies for FCR provision

Pitch-to-stall control for flexible operation of offshore floating wind tur-
bines

In chapter 4, the potential advantage of the pitch-to-stall control versus pitch-
to-feather is investigated for HAWTs. The results show that the pitch-to-stall
strategy improves the control performance to regulate rotational speed and
output power with considerably smaller pitch system manoeuvres. Also, despite
the nonlinear variation of aerodynamic sensitivity in the stall regulation, blade-
pitch sensitivity across the full load operating region is less prominent and
adjusting the controller gains is less of a requirement. These characteristics
can be advantageous for active power control of wind turbines for frequency
regulation. Pitch-to-stall control can reduce the load on the pitch mechanism
by reducing the pitch action while tracking the grid frequency with a relatively
faster dynamic response. Moreover, the results confirmed that pitch-to-stall
control reduces the fore-aft fatigue loads on the tower. This is due to the fact
that thrust increases while power is regulated in increasing relative winds. The
main drawback of the pitch-to-feather regulation is the reduction in steady-state
rotor thrust with increasing wind speed in the full load operating region, which
may result in negative damping. This is more of an issue for offshore floating
wind turbines where the drop of rotor thrust introduces negative damping in
the platform-pitch mode and leads to large system-pitch motions. Therefore,
pitch-to-stall control can be used for more effective damping of the platform-
pitch motions because of increased thrust induced by pitching the blades to
stall. In future research, more work is needed to apply and test pitch-to-stall
control on offshore floating wind turbines. In addition, future research should
be devoted to redesigning the blades to optimise the aerodynamic performance
in stall-regulated operation.
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Analysis considering wind turbine control strategies in the techno-
economic model

In chapter 5, a cooperative control strategy was proposed for the flexible oper-
ation of a chemical process supplied by wind energy. In the designed control
scheme, the wind turbines operate at their maximum capacity while using the
chemical plant as a buffer. Therefore, the ancillary service was provided for
the grid by flexible operation of the chemical process. In the alternative sce-
nario, the ancillary services can be provided by both wind turbines and the
chemical plant. For instance, wind turbines can provide upward regulation
while chemical plant offers downward regulation. Therefore, the hybrid sys-
tem can take advantage of two flexible sources to support the grid, and thus, the
flexible operation is distributed between wind turbines and the chemical plant.
The decision-making algorithm will take into account operating conditions,
e.g., wind, grid frequency, wind turbine structural loads and chemical plant
constraints, to make the decision between the wind turbine and the chemical
plant as sources of flexibility. In these circumstances, the impact of the control
strategy on the wind turbine should be included in the techno-economic model,
e.g., the impact on structural loads and maintenance costs. Therefore, the cor-
responding parameters in the optimisation problem are determined based on
the applied control strategy for the flexible operation of wind turbines. The
proposed operating strategy and the required adaptations in the optimisation
model can be addressed in future studies.

6.2.2 Scenario generation strategies for stochastic optimisation

Scenario generation using unsupervised learning algorithms (K-means
clustering)

The efficiency of the stochastic programming problem presented in chapter
5 can be significantly improved by increasing the number of wind scenarios.
However, the runtime will also rise by expanding the number of wind scenar-
ios. Therefore, an efficient scenario reduction approach is required to decrease
the computational time required for simulating many scenarios. The K-means
clustering method, an unsupervised learning algorithm, can group the unla-
beled dataset into different clusters. Applying this method can be a promising
approach for reducing the number of scenarios by setting day ahead predictions
of wind speed into scenarios according to the centroid closeness of each cluster.
The development of the K-means clustering algorithm as a scenario reduction
technique can potentially result in a reduced computation time of the proposed
stochastic problem while improving the accuracy in the outcomes [1, 2].
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Wind speed prediction system using Monte Carlo and artificial intelligence
algorithms

The accuracy and efficiency of the proposed prediction method in chapter 5
can be improved by applying promising hybrid prediction strategies. Since
wind speed and grid frequency are among the most uncertain and volatile
phenomena, using the Monte Carlo method can be promising to construct a
Markov chain that is able to generate meaningful scenarios [3].

6.2.3 Stability and sensitivity-analysis for stochastic programming

Based on the primary results obtained in the last section of chapter 5, a sensitiv-
ity analysis discussion can be performed for the general optimization problem
regarding reserve and electricity prices. A practical sensitivity analysis should
investigate the sensitivity of the parameters of the stochastic optimization prob-
lem to price data variations. It should also allow modification of the optimal
formulation and the point where the optimum is achieved concerning chang-
ing the first stage day-ahead and second stage real-time prices in both reserve
and electricity markets [4, 5]. Identifying the main parameters that influence
the output uncertainty in the optimal energy sharing decisions through a com-
plete sensitivity analysis may also result in identifying risk sources in energy
investments.

6.2.4 A robust fuzzy stochastic programming model for the coop-
erative energy sharing strategy

The proposed flexible operation of the chemical process with wind energy and
the suggested energy sharing problem in chapter 5 can be an ideal case for
investigating robust fuzzy stochastic programming due to a hybrid uncertainty
of wind and grid frequency variability, considered as two sources of uncertainty
for most of the parameters. Therefore, it is very engaging to take into account
the requirements of robustifying the decision-making process. The proposed
model is a mixed-integer nonlinear program using time-series wind speed and
grid frequency prediction, which can be solved by employing an effective
hybrid robust fuzzy stochastic method for handling uncertainty in parameters
and risk-taking out of outbound decisions [6].
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